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This month's editorial theme is Cybersecurity.
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Overview

The Technology Innovation Management Review (TIM 
Review) provides insights about the issues and emerging 
trends relevant to launching and growing technology 
businesses. The TIM Review focuses on the theories, 
strategies, and tools that help small and large technology 
companies succeed.

Our readers are looking for practical ideas they can apply 
within their own organizations. The TIM Review brings 
together diverse viewpoints – from academics, entrepren-
eurs, companies of all sizes, the public sector, the com-
munity sector, and others – to bridge the gap between 
theory and practice. In particular, we focus on the topics 
of technology and global entrepreneurship in small and 
large companies.

We welcome input from readers into upcoming 
themes. Please visit timreview.ca to suggest themes and 
nominate authors and guest editors.

Contribute

Contribute to the TIM Review in the following ways:

• Read and comment on articles.  

• Review the upcoming themes and tell us what topics

   you would like to see covered.

• Write an article for a future issue; see the author

   guidelines and editorial process for details.

• Recommend colleagues as authors or guest editors.

• Give feedback on the website or any other aspect of this

   publication.

• Sponsor or advertise in the TIM Review.

• Tell a friend or colleague about the TIM Review.

Please contact the Editor if you have any questions or 
comments: timreview.ca/contact

http://creativecommons.org/licenses/by/3.0
http://www.scribus.net
http://timreview.ca
http://timreview.ca
http://timreview.ca/contact
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Editorial: Cybersecurity
Chris McPhee, Editor-in-Chief

Tony Bailetti, Guest Editor

From the Editor-in-Chief

Welcome to the November 2014 issue of the Technology 
Innovation Management Review. This is the second of 
two issues covering the editorial theme of Cybersecurity, 
and I am pleased to welcome back our guest editor, Tony 
Bailetti, Director of Carleton University's Technology
Innovation Management program (TIM; timprogram.ca) 
and Executive Director (Acting) of the VENUS Cyberse-
curity Corporation (venuscyber.com). 

In December, we will be publishing an issue based on 
our collaboration with the ISPIM Americas conference 
(americas.ispim.org), which was held in Montreal this past 
October. 

I encourage you to get in touch if you would like to sub-
mit an article for a future issue. We hope you enjoy this 
issue of the TIM Review and will share your comments 
online. Please contact us (timreview.ca/contact) with article 
topics and submissions, suggestions for future themes, 
and any other feedback.

Chris McPhee
Editor-in-Chief

From the Guest Editor

It is my pleasure to be the guest editor for the October 
and November issues of the TIM Review, in which we ex-
plore the theme of Cybersecurity. A total of 20 authors 
from industry, government, and academia contributed 
10 articles, a Q&A, and a summary of a TIM Lecture to 
these two issues of the TIM Review. These contributions 
were the outcomes of a capacity-building initiative led 
by the VENUS Cybersecurity Corporation and Carleton 
University in Ottawa, Canada. A nationwide effort to 
make Canada a global leader in cyberspace offers signi-
ficant benefits to the online users worldwide as well as 
many opportunities for scholarly inquiry and innovative 
industrial initiatives.

The November issue of the TIM Review includes six art-
icles. These articles provide a method to assess scientific 
contributions in cybersecurity; a tool to identify the 
tasks required to increase the value of a cybersecurity 
startup through early and rapid globalization; a set of at-
tributes of cyber-attacks; an overview of crimeware mar-
ketplaces; a classification that can be used to predict the 
timing of malware; and an approach to examine the 
safety domain of the future online world.   

Dan Craigen is a Science Advisor at the Communica-
tions Security Establishment in Ottawa, Canada. His art-
icle first develops an approach to assess scientific 
contributions and then applies it to assess two contribu-
tions to the science of cybersecurity.

Tony Bailetti, a professor from Carleton University, and 
Erik Zijdemans, a master's student at the University of 
Southern Denmark, provide a tool and illustrate a pro-
cess to describe, design, challenge, and invent the ac-
tions that should be performed to globalize a 
cybersecurity startup early and rapidly for the purpose 
of increasing its value. 

Mehdi Kadivar, a master’s student at Carleton Uni-
versity’s Technology Innovation Management program, 
examines definitions of cyber-attacks published in the 
literature and information on ten high-profile attacks to 
identify the attributes of cyber-attacks. 

http://timprogram.ca
http://venuscyber.com
http://americas.ispim.org/
http://timreview.ca/contact
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Mahmoud Gad is a PhD candidate in Electrical and 
Computer Engineering at the University of Ottawa. His 
article examines the actors, value chains, and modes of 
operation in underground crimeware marketplaces, and 
it identifies three facilitating technologies that are likely 
to significantly expand the reach of cybercriminals.   

Brent Maheux, a Senior Software Specialist for the
Canadian Government proposes an intention-based 
classification of malware and merges it with an optimal 
timing model to help predict the timing of malware 
based on its classification. 

Nadeem Douba is the founding principal at Red Canari 
Inc., Björn Rütten is a Senior Research Associate with 
The Conference Board of Canada, David Scheidl is a re-
cent graduate from Carleton University's Global  Politics 
Program, and Paul Soble and D’Arcy Walsh are Science 
Advisors at the Communications Security Establish-
ment. Their article uses a transdisciplinary approach to 
examine the safety domain of the future online world 
that can enable humanity to reach profoundly new 
levels of productivity and creativity. 

We hope that you, your colleagues, and your organiza-
tions benefit from reading the October and November 
2014 issues of the TIM Review.

We thank you for reading the journal and urge you to 
support initiatives to make the online world safe, pro-
ductive, and creative for its users.

Tony Bailetti
Guest Editor

About the Editors

Chris McPhee is Editor-in-Chief of the Technology
Innovation Management Review. Chris holds an 
MASc degree in Technology Innovation Manage-
ment from Carleton University in Ottawa and BScH 
and MSc degrees in Biology from Queen's University 
in Kingston. He has over 15 years of management, 
design, and content-development experience in 
Canada and Scotland, primarily in the science, 
health, and education sectors. As an advisor and
editor, he helps entrepreneurs, executives, and
researchers develop and express their ideas.

Tony Bailetti is an Associate Professor in the Sprott 
School of Business and the Department of Systems 
and Computer Engineering at Carleton University, 
Ottawa, Canada. Professor Bailetti is the Director of 
Carleton University's Technology Innovation Man-
agement (TIM) program. His research, teaching, and 
community contributions support technology entre-
preneurship, regional economic development, and 
international co-innovation.

Citation: McPhee, C., & Bailetti, T. 2014. Editorial: 
Cybersecurity. Technology Innovation Management 
Review, 4(11) 3–4. http://timreview.ca/article/843

Keywords: cybersecurity, scientific contributions, 
science of cybersecurity, startups, globalization, 
cyber-attacks, crimeware, malware, safety
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Assessing Scientific Contributions:
A Proposed Framework and Its 

Application to Cybersecurity
Dan Craigen

Introduction

Hardly a day goes by without yet another report of signi-
ficant information security vulnerabilities. Some of the 
most recent attacks, such as the heartbleed bug 
(MITRE, 2014a) and the shellshock bug (MITRE, 2014b), 
have focused on core functionalities.  The former vul-
nerability is in an implementation of an Internet-wide 
protocol (SSL) and the latter vulnerability is in a widely 
used UNIX command-line interpreter (bash). 

After decades of substantial investment into cybersecur-
ity, it is almost unfathomable that such vulnerabilities 
continue to expose societies to potentially significant 
exploitation. In the author’s view, the existence of these 
vulnerabilities reflects the complexity of the cybersecur-
ity space and suggests that the existing paradigms for 
identifying, responding to, or mitigating vulnerabilities 
and their potential exploitation are failing. Given the 
perceived ad hoc nature of cybersecurity, which is usu-
ally exemplified by patching systems in response to 
identified vulnerabilities, there is an emerging belief 
that the foundations of cybersecurity need to be revis-
ited with a sound theoretical/scientific perspective.

It is through a sound theoretical/scientific perspective 
that we can evolve cybersecurity from its current 
(largely) ad hoc nature, to a foundation that is well-prin-
cipled and informed by scientifically-based tenets 
(Schneider, 2012). Such a theoretical foundation then 
informs a rigorous engineering discipline, which, it is 
hoped, will positively impact cybersecurity postures.

However, a difficulty facing researchers, funding agen-
cies, government, and industry is how to assess putat-
ive contributions to such a theory. In this article, we 
synthesize a framework for assessing scientific contri-
butions to cybersecurity. The framework was motivated 
by the author’s involvement with various initiatives in 
the science of cybersecurity and the need to ascertain 
whether contributions were truly progressing and con-
tributing to such a nascent science. Particularly, given 
that development of such a science will be a multi-dec-
ade exercise, being able to measure progress and contri-
butions, at least incrementally, would provide 
important objective input into both research and fund-
ing decisions.

Through a synthesis of existing work on evaluating scientific theories and contributions, a 
framework for assessing scientific contributions is presented. By way of example, the frame-
work is then applied to two contributions to the science of cybersecurity. The science of cy-
bersecurity is slowly emerging. As the science and its theories emerge, it is important to 
extract the key contributions that characterize actual progress in our understanding of cy-
bersecurity. Researchers and funding agencies will be interested in the assessment frame-
work as a means of assessing scientific contributions to cybersecurity. In a nascent research 
area such as the science of cybersecurity, this article may contribute to a focused research 
program to accelerate the growth of the science.

The philosophy of science is about as useful to scientists 
as ornithology is to birds.

Attributed to Richard P. Feynman (1918–1988)
Theoretical physicist

“ ”
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First, we introduce the concept of theory and an ap-
proach to building theory. We then review the literature 
on measuring progress in science and assessing theor-
ies. The key concepts arising from the literature are 
then synthesized into a framework for assessing sci-
entific contributions to cybersecurity. Finally, we 
demonstrate the use of the framework by applying it to 
two scientific contributions in cybersecurity. 

Building Theories

Theory refers to "a well-confirmed type of explanation 
of nature, made in a way consistent with the scientific 
method and fulfilling the criteria required by modern 
science" (Wikipedia, 2014). Weber (2012) notes that 
“theories provide a representation of someone’s per-
ceptions of how a subset of real-world phenomena 
should be described” and defines theory as “a particu-
lar kind of model that is intended to account for some 
subset of phenomena in the real world”. However, 
Weber also offered a slightly different definition of the-
ory in an earlier article: “an account that is intended to 
explain or predict some phenomena that we perceive in 
the world” (Weber, 2003).

Weber's work builds upon an ontology described by 
Bunge (1977, 1979), which is used to define theory-re-
lated concepts. The key assumptions, as described by 
Weber (2003), can be summarized as follows:

• The world is perceived as a collection of “things” and 
“properties of things”.

• A state is the values associated with the various prop-
erties at a particular time and space.

• Events occur that can result in a change of state.

• Phenomena are defined as states of things or events 
that occur to things.

Weber (2003) takes the view that “the choice and articu-
lation of the phenomena we are seeking to explain or 
predict via our theories are the two most-critical tasks 
we undertake as researchers.” A role of a theory is to ex-
press “laws” that relate various values of a state. Weber 
(2003) defines the “account of the phenomena” as “the 
explanation of the laws that are hypothesized to relate 
them” and normally uses “constructs,” a property of a 
thing, and association among constructs (a law).

Weber (2012) then introduces the following parts of a 
theory: 

• Constructs: represent an attribute (the way we per-
ceive a property)

• Associations: for static phenomena, relate construct 
values; for dynamic phenomena, relate histories of val-
ues between constructs

• States: identification of state space that is the object of 
the theory – the range of legal values

• Events: identification of the events that are the object 
of the theory – the range of legal state transitions.

Using these terms, Weber (2012) then discusses how to 
build a theory:

1. Articulate the constructs of a theory.

2. Articulate the laws of interaction (relationships) 
among the constructs of a theory.

3. Articulate the lawful state space of a theory.

4. Articulate the lawful event space of a theory.

Although the process is presented linearly, it is import-
ant to recognize that theory building is iterative. The 
process starts with good observations and descriptions, 
and it improves through inductive/deductive cycles, 
with anomalies resulting in evolution of the theories. In 
the early stages of understanding phenomena, it may 
be necessary to use the theories of other disciplines to 
first articulate our understandings. As we better com-
prehend our phenomena, new theories or adapted the-
ories may be developed.

In a similar manner, Sjøberg and colleagues (2008) de-
scribe the theory-building enterprise as:

1. Defining the constructs of the theory

2. Defining the propositions of the theory

3. Providing explanations to justify the theory

4. Determining the scope of the theory

5. Testing the theory through empirical research
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Measuring Progress in Science

For researchers and funding agencies, it is pertinent to 
ascertain whether we are making scientific progress: 
are the scientific contributions meaningful? One key in-
put into such considerations was written by the Com-
mittee on Assessing Behavioral and Social Science 
Research on Aging (Feller & Stern, 2007). Though motiv-
ated by research into aging, their characterization of 
progress transcends the discipline to other scientific en-
deavours. The committee identified two kinds of pro-
gress: i) internally defined (i.e., characterized as 
intellectual progress and contributions to science), and 
ii) externally defined (i.e., characterized by contribu-
tions to society).

For internally defined progress in science, the commit-
tee identified five types of progress:

1. Discovery: demonstration of the existence of previ-
ously unknown phenomena or relationships among 
phenomena, or when the discovery that widely 
shared understandings of phenomena is wrong or in-
complete

2. Analysis: development of concepts, typologies, frame-
works of understanding, methods, techniques, or 
data that make it possible to uncover phenomena or 
test explanations of them

3. Explanation: discovery of regularities in the ways 
phenomena change over time or evidence that sup-
ports, rules out, or leads to qualifications of possible 
explanations of these regularities 

4. Integration: linking theories or explanations across 
different domains or levels of organization

5. Development: stimulation of additional research in a 
field or discipline, including research critical of past 
conclusions, and when it stimulates research outside 
the original field, including interdisciplinary research 
and research on previously under-researched ques-
tions. It also develops when it attracts new people to 
work on an important research problem.

For externally defined progress in science, the commit-
tee identified four types of progress: 

1. Identifying issues: identifying problems that require 
societal action or showing that a problem is less seri-
ous than previously believed

2. Finding solutions: developing ways to address issues 
or solve problems 

3. Informing choices: providing accurate and compel-
ling information, thus promoting better informed 
choices

4. Educating society: producing fundamental know-
ledge and developing frameworks of understanding 
that are useful for making decisions in the private 
sector, and participating as citizens in public policy 
decisions. Science can also contribute by educating 
the next generation of scientists.

Assessing Theories

Prior to discussing our criteria for assessing contribu-
tions to science, we note various criteria that are used 
to assess theories (Berg, 2009; Cramer, 2013; Sjøberg et 
al., 2008):

• Testibility; refutability 

• Precision

• Empirical validity/support 

• Explanatory power; predictability; quantifiable 

• Parsimony; consilience; simplicity; self-consistent; ra-
tional; inductive 

• Generality; comprehensiveness 

• Utility; heuristic and applied value 

• Repeatability 

Weber (2012) uses the ontological structure, briefly dis-
cussed above, to evaluate a theory from two perspect-
ives: evaluating the components of a theory and 
evaluating the whole theory. Weber notes that the com-
ponents of the theory must be described precisely be-
cause they essentially define the domain of the theory. 
From his perspective, a key advantage of precision is 
that tests can be better designed. 

Weber (2012) evaluates the components of a theory us-
ing the following key concepts:

1. Constructs: Should be defined precisely; underlying 
variables clearly identified



Technology Innovation Management Review November 2014

8 www.timreview.ca

Assessing Scientific Contributions
Dan Craigen

2. Associations: Described to various levels of precision. 
With static phenomena, there is a relationship, but 
no sign; the sign of association between constructs 
identified; and a functional relationship is described. 
With dynamic phenomena, there is a relationship, 
but no sign or direction; the sign of association 
between constructs identified but not the direction; 
the direction of association known (implying causal-
ity) or time relationship; and a functional relation-
ship identified. 

3. States: How clear and precise is the description of the 
state space?

4. Events:  How clear and precise are the events?

Weber (2012) evaluates a whole theory using the follow-
ing key concepts:

1. Importance: Does the theory address important phe-
nomena from either a practice or research perspect-
ive?

2. Novelty: Does it resolve anomalies? Does it change re-
search paradigms?

3. Parsimony: Is the theory sufficiently simple?

4. Level: Is the theory sufficiently abstract? Weber dis-
cusses micro-level and macro-level theories, both of 
which have associated pros and cons.

5. Falsifiability: Can the theory be refuted?

Assessing Scientific Contributions

From the above literature review, we synthesize our 
framework for assessing scientific contributions. There 
are two aspects to assessing a scientific theory: Evalu-
ation and Contribution. These two aspects and their 
components are summarized in Table 1.

Evaluation has two constituents: i) Well-formedness 
and ii) Testing and Analysis. Broadly speaking, Evalu-
ation refers to expectations of how a theory should be 
expressed and the means through which the scientific 
and philosophical communities test and analyze theor-
ies for acceptance. In large part, evaluation focuses on 
technical attributes of the theory.

Contribution has three constituents: i) Contribution to 
Science, ii) Contribution to Society, and iii) Depth of the 
Contribution. The first two constituents align directly 
with the work by the Committee on Assessing Behavior-
al and Social Science Research on Aging (Feller & Stern, 
2007) in that the Contribution to Science aligns to a sub-
set of internally defined progress, while Contribution to 
Society aligns to a modified subset of externally defined 
progress. In large part, contribution focuses on social 
attributes of the theory – its role within scientific and 
societal communities.

Evaluation: Well-formedness
In the framework illustrated in Table 1, we identify six 
attributes to determine if a theory is well-formed: 

1. Components: Evaluation was discussed by (Weber, 

Table 1. Proposed framework for assessing a scientific theory
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2012), as summarized earlier in this article. We ex-
pect each of these components to be present. 

2. Precision (Formalism): Consistent with Weber, we ar-
gue that the components of a theory should be de-
scribed as precisely as possible. Although natural 
languages are often used in stylized manners to de-
scribe concepts “precisely”, the "gold standard" is to 
describe the components formally using mathematic-
al concepts.

3. Consistency: The expression of the theory should be 
internally consistent; that is, there are no contradic-
tions. 

4. Completeness: In our context, we view completeness 
from an “expressively complete” perspective in 
which the theory can describe all of the properties for 
which it has been developed.

5. Measurability: It should be possible to objectively 
measure the theory components, particularly the 
constructs. Key concepts must be quantifiable and 
the measurements must be objective.

6. Testability: The theory components should be amen-
able to scientific experimentation. This attribute is 
closely related to both the measurable attribute 
above and the falsifiable attribute described below.

Evaluation: Testing and Analysis
In Table 1, we identify five attributes for the evaluation 
of testing and analysis: 

1. Falsifiability: A key attribute/principle of science – it 
must be possible to show that the theory is incompat-
ible with possible empirical observations.

2. Accuracy: The empirical observations should be in 
line with the expectations of the theory.

3. Repeatability: The empirical observations should be 
reproducible.

4. Consilience: Evidence from independent, unrelated 
sources can “converge” to strong conclusions. 

5. Parsimony: Measures the number of kinds of entities 
postulated by a theory; theories should be as simple 
as possible for the phenomena being modelled.

Each of these attributes is testing or analyzing the the-
ory and mostly relate to empirical validation. The first 

four specifically speak to experiments: Can we fail? Are 
the experimental results being accurately described or 
predicted by the theory? Can we repeat the experiment 
and obtain the same results? Can we obtain the same 
results by different experimental means? If all of these 
conditions hold, it then makes sense to ask ourselves 
whether we have elegance in our theory. Have we truly 
identified the core relationships and constructs?

Contributions to Science and to Society
The elements Contribution to Science and Contribution 
to Society are largely those identified by the Committee 
on Assessing Behavioral and Social Science Research 
on Aging (Feller & Stern, 2007). Contribution to Society 
merges their "Informing Choices" and "Education" into 
Making Educated Choices within the proposed frame-
work. Further, for Contribution to Science, only the first 
three attributes are included; development and integra-
tion can be viewed as attributes of an Evaluation of the 
Contribution.

As depicted in Table 1, the importance and utility of 
contributions to science and society are captured in 
Evaluation of the Contribution:

1. Generality: Is the scientific contribution of specific or 
general validity? 

2. Comprehensiveness: Is the scientific contribution in-
clusive and of broad scope? Is the scientific contribu-
tion inclusive and broadly applicable to societal 
challenges?

3. Non-obvious results: Are there interesting challenges 
for scientists to explore? Are there unexpected con-
sequences suggested by the theory when contextual-
ized societally?

4. Novelty:  Does the theory provide new insights other-
wise not explored by science? Is it normal science or 
paradigm changing? Does the theory provide new in-
sights otherwise not explored by society?

Measuring Evaluation

Having defined the various evaluation attributes, we 
posit some potential values for each of the attributes. 
For simplicity, we define only three values per attribute: 

• Well-formedness

   · Components: all components present; some com-
ponents present; no components
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   · Precision (Formalism): formal/mathematical; semi-
formal; informal

   · Consistency: provable consistency; unclear; incon-
sistent

   · Completeness: provable completeness; unclear; in-
complete

   · Measurability: measurable; unclear; not measurable

   · Testability: testable; unclear; not testable

• Testing and analysis

   · Falsifiability: falsifiable; unclear; not-falsifiable

   · Accuracy: accurate; unclear; not-accurate

   · Repeatability: repeatable; unclear; not-repeatable

   · Consilience: consilient; unclear; not-consilient

   · Parsimony: parsimonious; unclear; complex

• Depth of the contributions

   · Generality: general; generalized; specific

   · Comprehensiveness: comprehensive; moderately 
comprehensive; narrow

   · Non-obvious results/observations: non-obvious; 
unclear; uninteresting

   · Novelty: paradigm/society shifting; substantive nor-
mal progress; not substantive

Applying the Framework

Having defined the framework, we now apply it to two 
contributions from the science of cybersecurity. These 
assessments are preliminary, but are intended to illus-
trate how the framework could be applied. 

Phishing in International Waters
At the 2014 Symposium and Bootcamp on the Science of 
Security (hot-sos.org/2014/), Tembe and colleagues (2014) 
presented the paper "Phishing in International Waters", 
in which they reported on a survey of American, 
Chinese, and Indian Internet users and explored the role 
of culture in the three nationalities responses to phish-
ing attacks. The authors performed various statistical 

analyses based on responses to questionnaires and 
found that there were cross-national differences in 
agreement regarding the characteristics of phishing, the 
media of phishing, and the consequences of phishing. 
Conclusions were drawn in part from the individualist-
ic culture represented by Americans and the collectivist 
cultures represented by China and India.

The statistical analyses included multivariate analysis 
of covariance and logistic regression analysis. Accord-
ing to the paper, a logistic regression was used to com-
pare nationality with phishing and the characteristics 
of the risk profile. Further, the authors reported that a 
multivariate analysis of covariance was used to com-
pare nationality with characteristics of phishing, types 
of media, and the consequences of phishing. Notably, 
neither age nor education had any influence on the like-
lihood of being phished.

Table 2 summarizes our analysis of "Phishing in Inter-
national Waters" using our framework for assessing sci-
entific contributions. 

Selective Interleaving Functions
McLean (2014) presented one of the keynote presenta-
tions at the Science of Security conference (HOTSoS, 
2014), His presentation, "The Science of Security: Per-
spectives and Prospects", provided two case studies: 
one on access control models and the second on in-
formation flow models. Here, we assess the scientific 
contribution of the second case study using our pro-
posed framework. In this second case, McLean ex-
amined the evolution of information-flow models and 
how our understanding in this area has improved over 
time and has resulted in a compelling framework that 
could be used to explain information flow models. 
Table 3 summarizes our analysis of portion of his paper 
on "Selective Interleaving Functions" and his related 
earlier paper (McLean, 1994). 

Contribution

In this article, we have presented a framework for as-
sessing scientific contributions to cybersecurity and 
then applied the framework to two contributions to the 
Science of Cybersecurity. Our assessment framework 
consists of two parts: Evaluation and Contribution. 
Through these two parts, we have synthesized and 
structured a number of approaches cited in the literat-
ure for assessing scientific contributions. Prior work, 
such as that of Weber and the Committee on Assessing 
Behavioral and Social Science Research on Aging has fo-
cused on one part solely (either evaluation or contribu-

http://www.hot-sos.org/2014/
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Table 2. Assessing the scientific contribution of "Phishing in International Waters" (Tembe et al., 2014) using the
proposed framework
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Table 3. Assessing the scientific contribution of "Selective Interleaving Functions" (McLean, 2014) using the
proposed framework
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tion). Weber provides a significant assessment of an In-
formation Systems paper that can usefully inform how 
to proceed with theory evaluations. We expand upon 
Weber’s evaluation by discussing both well-formedness 
and testing/analyzing criteria a theory more compre-
hensively.

Particularly, given that development of a Science of Cy-
bersecurity will be a multi-decade exercise, being able 
to measure progress and contributions, at least incre-
mentally, will provide important objective input into 
both research and funding decisions and is expected to 
contribute to a focused research program and acceler-
ate the growth of the science.

Conclusion

The assessment framework presented in this article is 
preliminary. Specifically, whether the values for each 
criterion are sensible and whether there should be addi-
tional criteria is open for refinement. Weber (2003, 
2012) uses an ontological framework to motivate his 
analysis; future work should build upon these ontolo-
gical considerations.

Moreover, this type of work can be used to assess “sci-
entific progress”. For example, the science of cyberse-
curity is in its early stages, and it would be beneficial to 
measure the progress made in the field. Assessing con-
tributions provides potentially rational inputs into the 
determination of scientific progress and thereby poten-
tially contribute to a focused research program to accel-
erate the growth of the science.

Citation: Craigen, D. 2014. Assessing Scientific Contributions: A Proposed Framework and Its Application to Cybersecurity. Technology 
Innovation Management Review, 4(11): 5–13. http://timreview.ca/article/844
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Cybersecurity Startups: The Importance of
Early and Rapid Globalization

Tony Bailetti and Erik Zijdemans 

Introduction

Technology startups that globalize early and rapidly are 
more willing to change and more capable of adapting 
to uncertain environments (Sapienza et al., 2006), are 
worth more (Chetty & Campbell-Hunt, 2004), grow rev-
enue and employment faster (Andersson et al., 2004; 
Gabrielsson & Manek Kirpalani, 2004; Gabrielsson et 
al., 2004), and bring more cash into a local economy 
from outside their borders (Poole, 2012). But, how can 
entrepreneurs discover the actions that should be car-
ried out to make their startups valuable by globalizing 
early and rapidly? Although the perceived benefits from 
globalization are known, an approach to systematically 
describe, design, challenge, and invent the actions that 
should be performed to make a technology startup valu-
able by globalizing it early and rapidly is not available.

This article makes two contributions. First, it combines 
the ex-ante value of a resource and born-global literat-
ure streams in the development of a tool that can help 

technology startups increase their value. Second, the 
article provides entrepreneurs with a means to identify 
the specific and concrete actions that should be per-
formed to globalize their startups early and rapidly. 

In the remainder of this article, we first identify what 
makes a technology startup valuable and what enables 
a technology startup to globalize early and rapidly. 
Then, we develop a tool, the Global Value Generator, 
we illustrate the process to generate the actions that 
can help globalize a technology startup, and we identify 
generic examples of the actions that 12 existing cyberse-
curity startups have carried out to globalize. The last 
section provides the conclusions. 

To Make a Technology Startup Valuable 

We identify the conditions that make a technology star-
tup valuable to a stakeholder ex-ante (i.e., value of the 
startup is based on forecasts and not the results of the 
startup’s performance). Traditionally, the resource-

Corporations and government agencies worldwide seek to ensure that their networks are 
safe from cyber-attacks, and startups are being launched to take advantage of this expan-
ded market for cybersecurity products, services, and solutions. The cybersecurity market is 
inherently global; therefore, cybersecurity startups must globalize to survive. With this art-
icle, we fill a gap in the literature by identifying the factors that make a technology startup 
valuable to specific stakeholders (e.g., investors, customers, employees) and by providing a 
tool and illustrating a process to describe, design, challenge, and invent the actions that 
should be performed to globalize a cybersecurity startup early and rapidly for the purpose 
of increasing its value. The development of the tool builds on recent advances in the re-
source-based literature, the review of the literature on born-global firms and business mod-
el discovery processes, and the experience gained operating the Lead to Win ecosystem. 
This article will be of interest to entrepreneurs and their venture teams, investors, business 
development agencies, advisors, and mentors of cybersecurity startups as well as research-
ers who develop tools and approaches that are relevant to technology entrepreneurs. 

As the world is increasingly interconnected, everyone 
shares the responsibility of securing cyberspace.

Newton Lee
Computer scientist and author
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based literature posits that superior performance over 
other firms is a direct result of the access to and use of 
superior resources (Barney, 1991; Peteraf, 1993; Simon 
et al., 2007). 

Schmidt and Keil (2012) develop a theory that identifies 
the ex-ante conditions under which firms attribute 
value to a resource. They highlight the crucial differ-
ence between the ex-ante value of a resource (i.e., value 
before a decision to acquire or build the resource is 
made) and the ex-post value of a resource (i.e., value 
after the performance of the resource is known). 
Schmidt and Keil also identify four conditions that 
make a resource valuable to a firm ex-ante: i) the firm’s 
ex-ante market position; ii) its ex-ante resource base, 
which allows for complementarities; iii) its position in 
inter-organizational networks; and iv) the prior know-
ledge and experience of its managers. 

We apply the logic that Schmidt and Keil (2012) used to 
examine the ex-ante value a firm allocates to a resource 
for the purpose of examining the ex-ante value a stake-
holder allocates to a technology startup. A stakeholder 
is an individual or organization that can potentially 
make cash or in-kind contributions to the startup. In-
kind contributions can include access to resources and 
people. 

We postulate that, to increase its ex-ante value to a 
stakeholder, a technology startup must act to:

1. Increase spread: Increase the spread between custom-
ers’ willingness to pay for its product and the cost of 
the product

2. Increase demand: Increase the demand for its product

3. Increase complementarity: Increase the demand for 
the stakeholder’s products complemented by the 
startup’s product 

4. Increase privileged information: Establish a position 
in inter-organizational networks that improves the 
volume, variety, velocity, and veracity of privileged in-
formation that is accessible 

5. Increase judgment: Attract individuals who have the 
requisite experience and knowledge to create value 
for the startup 

A stakeholder, while making decisions about the value 
of a startup, will develop forecasts for the results from 
the five actions identified above. The results of carrying 

out these five actions will determine how much value a 
stakeholder attributes to a technology startup. The 
value of a startup is idiosyncratic to the stakeholder; 
even when all stakeholders have the same information 
they will attribute different values to the startup. 

A key result of applying Schmidt and Kiel (2012) is that 
the ex-ante value of a technology startup is driven by 
forecasts of product market value creation that is made 
possible by the startup’s existence, not just the star-
tup’s ability to generate profitable revenue. Forecasts 
of “increased spread” and “increased demand” express 
the startup’s ability to increase its revenue. Forecasts of 
“increased complementarity”, “increased privileged in-
formation”, and “increased judgment” express other 
components of product market creation that the star-
tup is expected to enable. 

To Enable Early and Rapid Globalization in a 
Technology Startup

We reviewed the born-global literature to identify the 
factors that enable a technology startup to globalize 
early and rapidly. We found that startups that globalize 
early and rapidly tend to take the following actions: 

• Use the Internet intensively (Jaw & Chen, 2006; 
Maltby, 2012, Tanev, 2012; Yoos, 2013)

• Partner with companies with a global footprint (Lem-
minger et al., 2014; Nummela et al., 2014)

• Have top managers with international experience 
(Hutchinson et al., 2007; Kudina et al., 2008; Poole, 
2012; Sapienza et al., 2006; Spence & Crick, 2009)

• Trade control for growth (Spence & Crick, 2009)

• Develop niche products with global appeal (Spence & 
Crick, 2009; Chetty & Campbell-Hunt, 2004; Hutchin-
son et al., 2007; Kudina et al., 2008)

• Initially focus on selling in the lead market for their 
technology regardless of geographic location (Knight 
et al., 2004; Spence & Crick, 2009)

• Develop a strong brand identity (Hutchinson et al., 
2007)

• Identify international opportunities (Karra et al., 2008)

• Focus on customers with overseas operations (Kudina 
et al., 2008)
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We reduce this born-global literature into its individual 
constituents and postulate that the factors that enable a 
technology startup to globalize early and rapidly are: 

1. Niche market on 2+ continents: address the needs of 
one niche market with technology development, 
sales channels, and online business processes on at 
least two continents

2. 2+ Global customers: sell to at least two customers 
that have global footprints

3. 1+ global partner: partner with at least one organiza-
tion that has a global footprint

4. Top manager experience on 2+ continents: ensure that 
the top management team has work experience and 
networks on at least two continents

5. Stakeholders on 2+ continents: attract customers, 
partners, investors, and board of directors members 
who are based on at least two continents 

6. Memberships in commerce organizations on 2+ con-
tinents: maintain active memberships in commerce 
organizations (e.g., chambers of commerce) on at 
least two continents, and publish press releases that 
originate from those continents

Global Value Generator and Search Process

Table 1 provides a tool in the form of a matrix that com-
bines the five factors that enable a technology startup 
to be valuable and the six factors that enable a techno-
logy startup to globalize early and rapidly. 

We believe that the Global Value Generator shown as 
Table 1 can be used by entrepreneurs to anchor the 
search for actions illustrated in Figure 1. The purpose of 
the search is to identify and test the specific and con-
crete actions that a technology startup should carry out 
to make it valuable by globalizing early and rapidly. 

The discovery of the actions to increase the value of a 
technology startup by globalizing early and rapidly 

Table 1. Global Value Generator 
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should be a disciplined process that is carried out dur-
ing the early stage of a startup’s lifecycle. Muegge 
(2012) argues that a disciplined discovery process is one 
that is designed to enable opportunities for learning to 
arise and has a work plan that results in specific deliver-
ables. 

Each cell in Table 1 identifies assertions about the ac-
tions that should be carried out. Each assertion in-
cluded in one of the cells in Table 1 is a cause-effect 
statement about what a technology startup will do to 
globalize early and rapidly and what will happen to the 
factors that drive value as a result. The structure of the 
statement is as follows: If a startup does “X” to globalize 
early and rapidly, then “Y” will be the value result). 
Each statement must be clear, short, simple, and con-
cise. The assertions build on prior knowledge, logical in-
ference, and informed, creative imagination. 

Figure 1 illustrates the search process anchored around 
the use of the Global Value Generator. The first step is 
to populate the cells in Table 1 with initial assertions. 
Then, in the second step, new assertions are added and 
existing assertions are modified, detailed, or elimin-

ated. In the third step, a lean process is used to test the 
assertions. This process should be a quickly iterating 
cycle that continuously states and validates assertions 
with stakeholders and learns from the past. Assertions 
that stakeholders validate can be refined. Assertions 
that stakeholders do not validate are modified or elim-
inated. The fourth step is to identify a set of actions 
that, as a whole, will produce requisite results at an ac-
ceptable level of confidence.

The process illustrated in Figure 1 allows a technology 
startup to describe the actions they take in their global-
ization process, as well as design, challenge, and invent 
specific and concrete actions. Muegge (2012) provides 
the rationale for using a disciplined model discovery 
process such as the one illustrated in Figure 1. He em-
phasizes that discipline has two components: intent 
and structure. Technology entrepreneurs should delib-
erately identify and undertake activities to acquire new 
information, test assumptions, and uncover new op-
tions and organize discovery-driven activities as a pro-
ject, with beginning and end points in time, specific 
deliverables, and a work plan to produce those deliver-
ables. 

Figure 1. Illustration of the disciplined discovery process that leads to the identification of actions to globalize early 
and rapidly 
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Examples of Actions Cybersecurity Startups 
Carry Out to Globalize

The websites of 12 cybersecurity startups that are based 
in North America and have been operating for five 
years or less were examined for the purpose of provid-
ing generic examples of the actions that firms that oper-
ate in the cybersecurity market carry out to globalize 
early and rapidly. The startups were identified by two 
experts who work to secure the networks of the federal 
government of Canada and have experience with sup-
pliers of cybersecurity products and services. We made 
no attempt to select startups judged to be successful be-
cause of these actions. 

For each startup, we first used the information 
provided on its website to infer the actions undertaken 
to globalize and then these actions were organized into 
the cells included in the Global Value Generator (Table 
1). This activity resulted in 12 matrices: one for each 
startup. Finally, we collapsed the information in the 
cells of the 12 matrices into the cells of one matrix. 

The 12 startups examined currently operate in the fol-
lowing eight cybersecurity product markets:

1. Total cybersecurity solutions for specific global in-
dustries such as aerospace and defense

2. Digital identity and information security and assur-
ance

3. Automated threat forensics and dynamic malware 
protection

4. Secured distribution

5. Integrated products and services

6. Password-protected login security

7. Simulation software and associated design, testing, 
and certification services

8. Training, consultancy, and project management

Table 2 provides the information that was collapsed 
from the 12 matrices (i.e., the actions we inferred that 
the startups carried out to globalize). The sole purpose 
of producing Table 2 was to provide generic examples 
of actions undertaken by cybersecurity startups to glob-
alize. The decisions as to the cells where these ex-
amples are shown in Table 2 were made by the authors 

solely for the purpose to illustrate what the high level 
results of a discovery process may look like. 

The objective of an entrepreneur using the tool intro-
duced in Table 1 as part of a disciplined discovery pro-
cess is to identify a set of actions that are specific and 
concrete. By specific actions, we mean those that apply 
to a particular cybersecurity startup and are not generic 
like those provided as examples in Table 2. By concrete 
actions we mean those that are results oriented, not ab-
stract.

Conclusion

The main motivation for writing this article was to 
provide a tool that can help entrepreneurs discover the 
actions that they should carry out to increase the ex-
ante value of their cybersecurity startups through early 
and rapid globalization. The tool was developed by 
leveraging a recent theoretical advance in resource-
based theory (Schmidt & Keil, 2012), a review of the 
born-global literature, research on business model dis-
covery (Muegge, 2012), and the experience gained oper-
ating the Lead to Win ecosystem (leadtowin.ca) (Bailetti & 
Bot, 2013). 

In this article, five factors that make a technology star-
tup valuable were identified by applying the logic that 
Schmidt and Kiel (2012) used to advance the resource-
based theory. Moreover, six factors that enable a tech-
nology startup to globalize early and rapidly were iden-
tified from a literature review. These factors were 
combined into the Global Value Generator, a tool struc-
tured as a matrix that can be used to describe, design, 
challenge, and invent the specific and concrete actions 
that a cybersecurity startup should perform for the pur-
pose of increasing its value by globalizing early and rap-
idly. The Global Value Generator needs to be used as 
part of disciplined discovery processes such as the one 
described by Muegge (2012). The tool can be used to 
complement the various business model frameworks 
proposed in both the management literature and con-
sulting organizations. 

We offer three questions to anchor future research ef-
forts. The first research question is: What are the specif-
ic actions to globalize early and rapidly that have the 
greatest effect on the value of the cybersecurity star-
tups? The relationship between the specific actions to 
globalize and the value of the startup needs to be ex-
amined empirically. This effort requires that a myriad 
of definitional issues be resolved and will take years to 
complete.

http://leadtowin.ca
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Table 2. Examples of actions a cybersecurity startup may carry out to increase its value by globalizing early and 
rapidly 
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The second question is: What actions to globalize early 
and rapidly are unique to cybersecurity startups? The 
objective of this research would be to identify the specif-
ic actions that startups that depend on the existence of a 
global resource such as cyberspace need to do that oth-
er born-global firms do not. For example, cybersecurity 
startups can and perhaps should issue specific “threat-
scapes” for the global markets they target. This action 
would be unique to cybersecurity firms. Managerial 
judgment and imagination about how a cybersecurity 
startup can help create value for customers worldwide 
may be key factors that drive its value. 

The third research question is: How can business devel-
opment agencies improve the support they provide to 
cybersecurity ventures? Hundreds of incubators and ac-
celerators for startups operate worldwide. They address 
the needs of startups that operate in many different 
product markets. The objective of this research would 
be to identify the tools, processes, simulations, and so 
on required to better support the startups that operate 
in the cybersecurity domain. For example, what can 
business development agencies do to support startups 
that wish to issue threat-scapes for global markets, im-
prove their managerial judgment, and imagine solutions 
to specific cybersecurity problems of customers world-
wide? 
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Introduction

Senior corporate executives, government officials, and 
academics have become aware that there are: i) serious 
financial and regulatory costs arising from cyber-at-
tacks (Pearson, 2014; Sugarman, 2014; US Securities 
and Exchange Commission, 2014); ii) vulnerabilities in 
high-value assets such as supervisory-control and data-
acquisition systems (Ashford, 2013; Crawford, 2014; Ko-
vacs, 2014; Nicholson et al., 2012; Weiss, 2014); iii) con-
cerns about the upcoming deployment of the “Internet 
of Things” (IoT) (NSTAC, 2014); and iv) few constrain-
ing mechanisms to inhibit malicious behaviours of 
threat actors (Castel, 2012; Jowitt, 2014, Scully, 2013; 
Sugarman, 2014; Weiss, 2014).

The urgency of research and development is under-
lined by the US National Security Telecommunications 
Security Advisory Committee (NSTAC, 2014): “There is 
a small – and rapidly closing – window to ensure that 
IoT is adopted in a way that maximizes security and 
minimizes risk. If the country fails to do so, it will be 
coping with the consequences for generations.” This 
state-of-affairs has parallels to the experience with su-
pervisory control and data acquisition systems, though 
in that case the threat space evolved over time. With the 

Internet of Things, the NSTAC believes that the window 
of time in which we can take action will only be open 
for another three to five years. 

Although the word "cyber-attack" is used frequently, its 
meaning remains obscure (Hathaway et al., 2012, Ros-
cini, 2014). In this article, the approach to clarify what 
is meant by cyber-attack is similar to the approach re-
searchers followed to clarify what was meant by "secur-
ity" in the late 1990s (e.g., Baldwin, 1997; Buzan, 1998; 
Huysmans, 1998). Security researchers identified essen-
tial attributes to make explicit what was meant by secur-
ity. They eliminated ambiguities and inconsistencies in 
the different uses of the security concept. Their object-
ive was not to produce another one-sentence definition 
of security; they set out to identify the essential attrib-
utes of security. 

This article contributes a set of attributes of the cyber-
attack concept. It does so by examining various defini-
tions published in the literature and information on ten 
high-profile cyber-attacks. The main motivation for 
identifying the attributes of cyber-attacks is to enable 
building the theory of cyber-attacks as a unity of intel-
lectual frameworks beyond the disciplinary perspect-
ives (i.e., a transdisciplinary theory). 

Cyber-attacks threaten our ability to use the Internet safely, productively, and creatively 
worldwide and are at the core of many security concerns. The concept of cyber-attacks, 
however, remains underdeveloped in the academic literature. To advance theory, design 
and operate databases to support scholarly research, perform empirical observations, and 
compare different types of cyber-attacks, it is necessary to first clarify the attributes of the 
“concept of cyber-attack”. In this article, attributes of cyber-attacks are identified by ex-
amining definitions of cyber-attacks from the literature and information on ten high-profile 
attacks. Although the article will be of interest to a broad community, it will be of particular 
interest to senior executives, government contractors, and researchers interested in contrib-
uting to the development of an interdisciplinary and global theory of cybersecurity. 

The bottom line of security is survival, but it 
also reasonably includes a substantial range of 
concerns about the conditions of existence.

Barry Gordon Buzan
Professor of International Relations

Central figure of the Copenhagen School

“ ”
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The remainder of this article infers the essential attrib-
utes of the cyber-attack concept from definitions of cy-
ber-attacks found in the literature, synthesizes 
information on ten high-profile cyber-attacks, and uses 
it to provide concrete examples of the attributes of cy-
ber-attacks. 

Attributes from Definitions of Cyber-Attacks

The journal articles published in the English language 
by organizations in North America and Europe were
reviewed for the purpose of identifying definitions of 
“cyber-attack”. The following six definitions of cyber-
attack were identified: 

1. “Any action taken to undermine the functions of a 
computer network for a political or national security 
purpose." (Hathaway et al., 2012: p. 821)

2. “Use of deliberate actions – perhaps over an exten-
ded period of time – to alter, disrupt, deceive, de-
grade, or destroy adversary computer systems or 
networks or the information and/or programs resid-
ent in or transiting these systems or networks.” 
(Owens et al., 2009: p. 10)

3. “Operations, whether in offence or defence, intended 
to alter, delete, corrupt, or deny access to computer 
data or software for the purposes of (a) propaganda 
or deception; and/or (b) partly or totally disrupting 
the functioning of the targeted computer, computer 
system or network, and related computer-operated 
physical infrastructure (if any); and/or (c) producing 
physical damage extrinsic to the computer, com-
puter system or network." (Roscini, 2014: p. 17) 

4. “An exploitation of cyberspace for the purpose of ac-
cessing unauthorized or secure information, spying, 
disabling of networks, and stealing both data and 
money.” (Uma & Padmavathi, 2013: p. 390)

5. “A hostile act using computer or related networks or 
systems, and intended to disrupt and/or destroy an 
adversary's critical cyber systems, assets, or func-
tions. “ (US Joint Chiefs of Staff, 2010: p.5). 

6. "Efforts to alter, disrupt, or destroy computer sys-
tems or networks or the information or programs on 
them." (Waxman, 2011: p. 422)

Each definition shown above addresses one or more of 
the following five questions: i) What types of assets do 

cyber-attacks target?; ii) What effect do cyber-attacks 
have on assets targeted?; iii) What motivates cyber-at-
tacks?; iv) Which actors are involved in cyber-attacks?; 
and v) What are the durations of cyber-attacks? 

The six definitions identified suggest that the concept of 
cybersecurity has at least five attributes. 

1. Actors: At least two actors are involved in each cyber-
attack: the owner of the asset that is targeted and an 
adversary (US Joint Chiefs of Staff, 2010). The defini-
tions of cyber-attack are not concerned with the 
nature of the adversaries. The offensive and defensive 
operations can be carried out by nation states, com-
panies, groups, collectives, or individuals. 

2. Assets targeted: Five of the six definitions provided 
above identify the assets cyber-attacks target. These 
assets include: computer systems and networks (Hath-
away et al., 2012; Owens et al., 2009; US Joint Chiefs of 
Staff, 2010; Waxman, 2011); information, programs, or 
functions resident in or transiting systems or net-
works (Hathaway et al., 2012; Owens et al., 2009, Ros-
cini, 2014; Waxman, 2011); computer-operated 
physical infrastructure (Roscini, 2014); and physical 
objects extrinsic to a computer, computer system, or 
network (Roscini, 2014). 

3. Motivation: The motivations for cyber-attacks include 
accessing unauthorized or secure information, spy-
ing, and stealing both data and money (Uma & Pad-
mavathi, 2013); national security and political causes 
(Hathaway et al., 2012); and propaganda or deception 
(Roscini, 2014). 

4. Effect on targeted assets: Cyber-attacks result in the al-
teration, deletion, corruption, deception, degrada-
tion, disablement, disruption, or destruction of assets 
(Owens, et al., 2009; Roscini, 2014; Uma & Pad-
mavathi, 2013; Waxman, 2011) as well as denying ac-
cess to assets (Roscini, 2014). Definitions of 
cyber-attacks identify logical, physical, and cognitive 
effects on assets. Denial of access to assets is an ex-
ample of logical effects. Cognitive effects include de-
ception, meaning the use of false information to 
convince an adversary that something is true. Destruc-
tion of capital assets is an example of physical effects. 

5. Duration: Only one definition of cyber-attacks men-
tions its intended duration. The definition by Owens, 
Dam, and Lin (2009) includes the possibility of a cy-
ber-attack over an extended duration. 
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Examination of High-Profile Cyber-Attacks

Information on 10 high-profile cyber-attacks was ex-
amined for the purpose of i) collecting data for the five 
attributes identified from the definitions of cyber-at-
tacks and ii) identifying additional attributes. A security 
expert who provided advice throughout this research 
helped select the 10 high-profile cyber-attacks that 
would result in the highest possible diversity of indus-
tries in which the target organizations operated. He 
also helped identify reliable online sources of informa-
tion about these cyber-attacks. 

The use of high-profile attacks was purposeful. The in-
tent was to gather as much information as possible 
about an attack from reliable sources. Upfront, it was 
clear that the selection of high-profile cyber-attacks 
would prevent overgeneralizing findings to attacks that 
were not high profile. 

For each high-profile cyber-attack, a scenario was de-
veloped. A cyber-attack scenario is a description of the 
sequence of events that results from the interactions 
among the individuals and organizations involved in a 
cybersecurity breach as well as their stakeholders. A cy-
bersecurity breach refers to an event where an individu-
al has obtained information on a protected computer 
that the individual lacks authorization to obtain by 
knowingly circumventing one or more technological or 
physical measures that are designed to exclude or pre-
vent unauthorized individuals from obtaining that in-
formation. The main actors in a cyber-attack scenario 
are the “known target” and the “alleged attacker.”

Attributes of High-Profile Cyber-Attacks

For each of the 10 cyber-attacks examined, Table 1 
provides the information collected for the five attrib-
utes identified from the examination of the definitions 
of cyber-attacks. 

Eight of the 10 cyber-attacks shown in Table 1 meet 
Damballa’s (2010) definition of an advanced persistent 
threat: a cyber-attack that requires a high degree of 
stealthiness over a prolonged duration of operation in 
order to be successful. The two cyber-attacks in Table 1 
that are not advanced persistent threats are (5) Cyber-
Bunker’s distributed denial-of-service attack on The 
Spamhaus Project and (9) Criminals who encrypt and 
decrypt data in users’ computers. An advanced persist-
ent threat attack is sophisticated and seeks to achieve 
ongoing access without discovery (Hashimoto et al., 

2013). The duration of the advanced persistent threats 
ranged from 8 to 32 weeks. Four of the advanced per-
sistent threats contained customized code specifically 
developed for the attack: the attacks that targeted (1) 
Google, (2) Iran, (6) Target Corporation, and (7) TJX 
Companies. 

The examination of these 10 cyber-attacks suggested 
that at least six additional cyber-attack attributes exist: 

1. Attack vector: The path or means by which an attack-
er can gain access to a computer or network server in 
order to deliver a payload or malicious outcome. An 
attack vector enables the exploitation of system vul-
nerabilities. Seven of the 10 cyber-attacks examined 
started with phishing or spear phishing (i.e., an email 
that appears to be from an individual or business 
that the user knows, but it is not). The cyber-attacks 
that started with phishing include those that tar-
geted: (6) Target Corporation, (8) Bank customers, 
and (9) Computer owners. Those that started with 
spear phishing include: (1) Google, (3) New York 
Times, (4) Chemical and defence firms in United 
States, and (10) Gaming companies. 

2. Vulnerability: Any form of weakness in a computing 
system or environment that can let attackers com-
promise a system's or environment’s confidentiality, 
integrity, and availability (Foreman, 2009). A vulner-
ability is a weakness or gap in the efforts to protect 
an asset. A total of 18 vulnerabilities were exploited 
in the 10 cyber-attacks examined, and they can be or-
ganized into the five types specified in the United 
Kingdom’s implementation of "ISO/IEC 27005: 2008: 
Hardware, Software, Network, Site and Person-
nel/Users (ISO, 2008). In our small sample, people 
and software account for 14 of the 18 vulnerabilities 
that attackers exploited. 

3. Malicious software: Refers to software programs de-
signed to damage or do other unwanted actions on a 
computer system. A variety of malicious software 
programs were used in the cyber-attacks examined. 
They include: Hydraq, Stuxnet, Poison Ivy, Botnet 
malware, Citadel, BlackPOS, Blabla sniffing, SpyEye, 
Nitro, and PlugX. 

4. Botnet reliance: Refers to the cyber-attacks depend-
ence on botnets (i.e., networks of computers infected 
with malicious software and controlled as a group 
without the owners' knowledge). Eight cyber-attacks 
relied on botnets: (1) Google, (3) New York Times, (4) 
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Table 1. Five attributes of high-profile cyber-attacks 
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Chemical and defence firms, (5) The Spamhaus Pro-
ject, (6) Target Corporation, (8) Bank customers, (9) 
Computer owners, and (10) Gaming companies. 

5. Origin: Refers to the geographical origin of the cyber-
attack. Four of the 10 cyber-attacks in the sample 
were alleged to have originated from China: (1) 
Google, (3) New York Times, (4) Chemical and de-
fence firms, and (10) Gaming companies; four were 
from Eastern Europe (6) Target Corporation, (7) TJX 
Companies, (8) Bank customers, and (9) Computer 
owners: one originated from the United Kingdom 
and Spain; and one was from Israel and the United 
States. 

6. Destination: Refers to the region affected by the cy-
ber-attack in the near term. Eight of the 10 high-pro-
file cyber-attacks targeted organizations in the 
United States. The two cyber-attacks that did not tar-
get organizations in the United States were (2) Iran 
and (5) The Spamhaus Project. However, seven of the 
eight attacks that targeted organizations in the 
United States also targeted organizations in other 
parts of the world (i.e., Australia, Bahrain, 
Bangladesh, Brazil, Canada, China, Eastern Europe, 
France, India, Ireland, Mexico, Oman, Puerto Rico, 
Russia, Saudi Arabia, South East Asia, and the United 
Kingdom). 

Conclusion

Through the analysis of six definitions of the term cy-
ber-attack and ten high-profile cases of cyber-attack, 
this article identified 11 important attributes of cyber-
attacks following an approach similar to the one that 
was used in the late 1990s to clarify what is meant by 
"security". In summary, these attributes are: 

1. Actors
2. Assets targeted
3. Motivation
4. Effect on targeted assets
5. Duration
6. Attack vector
7. Vulnerability
8. Malicious software
9. Botnet reliance
10.  Origin
11. Destination 

These attributes could be further categorized as Attack 
Intent (Actors, Origin, Destination, Motivation), Attack 
Impact (Assets targeted, Effect on targeted assets, Dura-
tion) and Attack Path (Initiation approach, Vulnerabil-
ity, Malicious software, Botnet reliance). 

Cyber-attack studies are at the core of cybersecurity 
studies. However, what is meant by "cyber-attack" is 
not clear and the field is underdeveloped. Definitions of 
cyberattack vary (Hathaway et al., 2012; Owens et al., 
2009), and some are ambiguous. Ambiguous definitions 
of cyber-attacks hamper the prosecution of criminals 
(Whitehouse, 2014). 

The analysis carried out opens up interesting areas for 
future research. For example, this study examined 10 in-
stances of successful cyber-attacks; future studies can 
examine the attributes of cyber-attacks that failed or 
were only partially successful. The purpose of studying 
failed cyber-attacks or those that were partially success-
ful is to identify missteps, symptoms, causes, and the 
reasons that attackers came and went. 
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Introduction

Over the past 20 years, the degree of sophistication of
cybercrimes has increased while the knowledge of the 
typical intruder has decreased (Ablon et al., 2014). How 
is it that more sophisticated crimes are being commit-
ted by less sophisticated criminals? These seemingly 
paradoxical trends may be a direct result of value 
chains anchored on crimeware marketplaces. 

Today, online marketplaces exist where participants 
use web-based platforms to meet, discuss, exchange, 
and buy and sell goods and services to enable cyber-
crime activities (Goncharov, 2012, 2014; Holt, 2013; 
Kraemer-Mbulaa et al., 2013; Lusthaus, 2013). These 
crimeware marketplaces provide an easy way to find co-
offenders, keep up to date on current cybercrime prac-
tices, and coordinate actions to gain competitive ad-
vantages in specific market niches (Lusthaus, 2013).

Cybercrime refers to a criminal offence involving a com-
puter as the object of the crime (e.g., computer hacking 
and unauthorized use of computer systems) or as the 
tool used to commit a material component of the of-
fence (e.g., credit card fraud and identity theft perpet-
rated over the Internet) (Kowalski, 2002). The global 

annual cost of cybercrime is estimated to be between 
$0.3 and $1 trillion USD, which represents 0.4% to 
1.4% of the global gross domestic product (McAfee, 
2013, 2014).

Cybercrime supports underground economies in both 
developed and developing countries worldwide. The 
United States is considered the major generator of mal-
ware and the source of most cybercriminal attacks 
(Kraemer-Mbulaa et al., 2013), and several studies 
have examined crimeware marketplaces in the United 
States. For example, Thomas and Martin (2006) stud-
ied a marketplace specialized in financial fraud that 
leveraged the Internet Relay Chat (IRC) protocol. 
Franklin, Paxson, Perrig, and Savage (2007) were the 
first to empirically monitor and analyze the under-
ground economy. China is also considered a major cy-
bercrime hub, while Russia is considered to be the 
birthplace of cybercrime (Symantec, 2008; Goncharov, 
2012). Recently, Brazil has emerged as a new player on 
the global cybercrime stage and its hackers have be-
come known for financial frauds (Kshetri, 2010). 

In this article, the actors, value chains, modes of opera-
tion, and mediums of exchange related to crimeware 
marketplaces are discussed. Then, three facilitating 

The cybercrime community has evolved from one in which criminals develop their own 
tools into one in which crimeware – tools and services to carry out or facilitate illegal online 
activity – can be readily bought, sold, traded, hired, or licensed in online marketplaces. 
Crimeware marketplaces are expected to grow significantly in the near term, and they will 
offer an increasing number of services and tools that target mobile computing devices. This 
article examines the actors, value chains, and modes of operation in underground crime-
ware marketplaces, and it identifies three facilitating technologies that are likely to signific-
antly expand the reach of cybercriminals. Anonymous e-currency (e.g., Bitcoin) enables 
anonymous financial transactions; anonymity networks (e.g., Tor) enable anonymous Inter-
net access; and mobile computing provides access to a very large number of potential tar-
get devices. 

The cause is hidden. The effect is visible to all.

Publius Ovidius Naso (43 BC – AD 17/18)
Poet 

“ ”
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technologies that enable the growth of cybercrime mar-
ketplaces in the near future are identified. Finally, the 
last section provides the conclusions.

Crimeware Marketplaces

Cybercriminals rely on marketplaces much in the same 
way as legitimate businesses (Kraemer-Mbulaa et al., 
2013). Cybercriminals have different computer skills as 
well as different motivations. Crimeware marketplaces 
enable specialization: a computer programmer can 
code a malware and sell it without becoming involved 
in the cybercrime operations and details. Crimeware 
marketplaces also lower the amount of technical skills 
required to enter the cybercrime world by providing 
low-skilled cybercriminals with all the necessary tools 
and support to commit their crimes. These market-
places enable criminals to develop new hacking tools, 
recruit and retain talented individuals, develop re-
quired skills, and distribute the proceeds of crime 
among organizations (McAfee, 2013; Sood & Enbody, 
2013). Examples of crimeware marketplaces places are 
listed below; further example can be found at DeepDot
Web (tinyurl.com/lnlyzam): 

1. Evolution: a marketplace for malware, credit card 
data, distributed denial-of-service (DDoS) attacks, 
and hacked accounts with a full-functioning auto-
matic escrow system

2. HPC: a forum for Russian-speaking hackers with a 
marketplace section for buying and selling hacking 
tools and services

3. Rescator: an online market for buying and selling 
stolen credit cards

A number of high profile underground marketplaces 
were targeted by law enforcement agencies in United 
States and Europe in the past two years. The Silk Road 
marketplace, an underground marketplace for drugs, 
stolen credit cards, and other crimeware, was shut 
down by the Federal Bureau of Investigation in the 
United States in late 2013 (Zetter, 2013). Silk Road 2.0, 
along with 413 other underground marketplaces, were 
shut down in a joint operation between law enforce-
ment agencies from 17 countries in late 2014 (Fox-
Brewster, 2014). It is expected that the future of these 
markets is not centralized sites like Silk Road, but sites 
where listings, messaging, payment and feedback are 
all separated, controlled by no central party and thus 
very hard for law enforcement agencies to shut down 
(The Economist, 2014).

Key Elements

In this section, three key elements of underground mar-
ketplaces are discussed: i) actors, ii) value chains, and 
iii) modes of operation. 

Actors
Ablon, Libicki and Golay (2014) studied different crime-
ware marketplaces and they identified three main act-
ors that operate in typical crimeware marketplaces:

1. Subject-matter experts and administrators: elite secur-
ity researchers, exploit developers, malware coders, 
identity collectors, programmers, and technology ex-
perts who research, develop, and support innovative 
ideas and products in cybercrime marketplaces. They 
possess sophisticated technical skills and they oper-
ate as wholesale sellers to other vendors.

2. Vendors: crimeware operators such as crime-as-a-ser-
vice providers, spammers, botnet owners, drop-ser-
vice providers, distributors, and ID/financial data 
providers. They can be technically sophisticated or 
not, depending on the type of the product or the ser-
vice they are selling.

3. General members: generally buyers and sometimes 
observers who visit those marketplaces for research, 
learning, or out of curiosity. They are typically the 
least technically skilled of the three actors.

Value chains
A value chain refers to the activities carried out to deliv-
er a valuable product or service for a market (Porter, 
1985). The value chain is a key concept in legitimate 
businesses as well as criminal communities. 

Kramer-Mbulaa, Tangb, and Rusha (2013) identified 
three core activities in the value chains designed to 
carry out credit card fraud: i) the detection of vulnerabil-
ities in a digital system, ii) the distribution of malware, 
and iii) the exploitation of network vulnerabilities. Each 
of these activities is typically carried out by a special-
ized group. The first activity is carried out by profession-
al hackers and it is considered as the most technically 
complex. The second activity is carried out by sellers of 
malicious software in online marketplaces. The third 
activity is carried out by criminal gangs, and it is con-
sidered to be the least complex.

Modes of operation
This section reviews five cybercrime modes of opera-
tion facilitated by crimeware marketplaces. 

http://www.deepdotweb.com/2013/10/28/updated-llist-of-hidden-marketplaces-tor-i2p/
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1. Crimeware-as-a-Service (CaaS): the rental of mal-
ware, computing resources, and hosting services to 
commit cybercrimes (Sood & Enbody, 2013). CaaS 
customers do not require technical knowledge to 
launch an attack. Instead, a CaaS provider will at-
tack a website on behalf of the customer, who need 
only identify a target, specify the type of service, and 
provide payment. The wide range of available ser-
vices includes highly specialized password cracking, 
distributed denial-of-service (DDoS) attacks, and 
email spam.

2. Pay-per-install: cybercriminals may choose to out-
source the distribution process of their malware ap-
plications to a third party. They provide this third 
party with the malware and how many targets they 
need to infect and pay them based on the final num-
ber of infected targets (Caballero et al., 2011).

3. Crimeware toolkits: "how-to" software packages 
that instruct users on how to infect a system and 
then retrieve data, such as corporate documents, 
personal photos, or credit card information, for fin-
ancial gain. These off-the-shelf tools minimize the 
user's need for programming skills (Ben-Itzhak, 
2009).

4. Brokerage: brokers act as a trusted intermediary 
between a seller and buyer of malware, stolen credit 
cards, or other illegal services (Holt, 2013). Trust 
between buyers and sellers is an issue in crimeware 
marketplaces, where there is no easy way to check 
the quality of the “product” or the “service” before 
completing the transaction. The brokerage opera-
tion mode emerged to partially fill this gap. As an ex-
ample, in marketplaces for stolen credit cards, the 
broker will be one of the marketplace founders or 
operators who will hold the money from the buyer 
in a trust until the stolen credit card information, 
such as the card number, name on the card, etc., are 
verified by the broker and delivered to the buyer. 
The broker will then release the money to the seller 
in exchange for a brokerage fee.

5. Data supplier: data types include password lists, large 
spam email databases, medical records, driving li-
cense numbers, and corporate information are typic-
al data that can be found in underground markets. 
Cybercriminals operate servers that are used as 
"drop sites" for private information harvested using 
malware. 

Facilitating Technologies in Crimeware
Marketplaces

In this section, we identify three facilitating technolo-
gies in crimeware marketplaces: anonymous e-currency 
(e.g., Bitcoin), anonymity networks (e.g., Tor), and mo-
bile computing technology. The first two technologies 
enable anonymous financial transactions and anonym-
ous Internet access, which are highly valued features for 
cybercriminals. The more these technologies become 
adopted in crimeware marketplaces, the harder it will 
be for law enforcement agencies to fight back against cy-
bercrime. The third technology opened a large pool of 
cybercrime targets compared to the classical personal 
computing platforms. 

Anonymous e-currency 
Underground businesses typically use e-currency as a 
medium to instantaneously exchange money and avoid 
being tracked by law enforcement agencies. There are 
many e-currencies available in the market, such as 
Liberty Reserve, e-gold, WM Transfer, virtual gift cards, 
and prepaid phone cards. For an e-currency to be a suc-
cessful option in underground marketplaces, its transac-
tions should be internationally accepted, anonymous, 
irreversible, and unregulated (Lovet, 2006). However, at 
some point, cybercriminals must convert their profits 
into real currency, and there are service providers avail-
able to solve this problem. E-currency exchange pro-
viders charge fees to cash-out e-currencies based on the 
amount of a transaction and whether or not it involves 
the purchase of goods (Ablon et al., 2014).

Anonymous e-currency is a class of e-currency that 
provides anonymity to both buyers and sellers. Cur-
rently, the anonymous currencies market is dominated 
by Bitcoin, a software-based payment system intro-
duced first as a concept in 2008 (Nakamoto, 2008) and 
then as open source software in 2009. Since then, the 
use of Bitcoin in online crimeware marketplaces has 
grown rapidly to the point that it now dominates all oth-
er payment methods in terms of adoption and volumes 
of transactions in most crimeware marketplaces (Ablon 
et al., 2014). Payments are processed and recorded on 
peer-to-peer basis without the need for a central repos-
itory or a single administrator. Although its status as a 
currency is disputed – the Internal Revenue Service in 
the United States considers it a commodity rather than 
a currency (Internal Revenue Service, 2014) – media re-
ports often refer to Bitcoin as digital currency (Van 
Name, 2014). 
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Bitcoin offers all the four properties of an e-currency 
(internationally accepted, anonymous, irreversible, 
and unregulated) in addition to being independent 
from an issuing entity. Bitcoin is not issued by a central 
bank and it is not being operated by a company. With 
these unique properties, Bitcoin is the only anonymous 
and widely accepted e-currency in crimeware market-
places. Currently, a growing number of legitimate busi-
nesses have started to accept Bitcoin as a method of 
payment. Bitcoin is also used in different illegal online 
marketplaces outside of cybercriminal marketplaces. 
For example, Bitcoin was the preferred method of pay-
ment for the original Silk Road marketplace and Silk 
Road 2.0. 

The anonymity and the growing adoption of Bitcoin 
make it very challenging for law enforcement agencies 
to track (Ablon et al., 2014). A request for vendors to 
conduct research on how BitCoin can pose threats to 
national security has recently been issued by the 
United States (United States, Department of the Navy, 
2014). 

Due to the anonymity feature of Bitcoin, it is technic-
ally very hard for law-enforcement agencies to prevent 
their misuse. However, at some point, a Bitcoin holder 
will need to cash their Bitcoins into real money or ser-
vices. New regulations can be implemented at these 
“exit points”. It may be possible to impose the same 
federal electronic-fund reporting limits imposed on 
cash and bank transfers, on e-currencies exchanges es-
pecially at the cash out point, such as Bitcoin to cash 
ATMs.

Anonymity networks
Anonymity networks enable anonymous and untrace-
able access to the Internet. Tor, which stands for "The 
Onion Router", is the most widely adopted such tech-
nology. Tor is an open source project to enable online 
anonymity and resist censorship. Tor directs Internet 
traffic through a free, worldwide, volunteer network 
consisting of more than five thousand relays for the 
purpose of concealing a user's location or usage from 
anyone conducting network surveillance or traffic ana-
lysis. Using Tor makes it more difficult for Internet 
activity to be traced back to the user, including visits to 
websites, online posts, instant messages, and other 
communication forms.

Tor networks enable the operation of anonymous web-
site hosting and file sharing, and when combined with 
Bitcoin, they enable anonymous marketplaces for dif-
ferent criminal activities, including crimeware market-

places. These un-indexed webpages exist in the Deep 
Web and operate as the previously discussed crime-
ware marketplaces but with an added layer of anonym-
ity protection.

Mobile computing devices
The sales of personal computers have declined while 
the sales of mobile devices for both work and personal 
use have increased (Sher & Ovide, 2013; Gartner, 2013). 
This change in consumer preferences is reflected in the 
cybercriminal underground economy. This sharp in-
crease in mobile devices sales increases the number of 
targets available to cybercriminals. According to a Gart-
ner’s report on the mobile phone market (Atwal et al., 
2013), the Android operating system was installed on 
78.4% of the one billion mobile phones sold worldwide 
in 2013. Because of Android’s quick and wide-scale ad-
option, it has become the target of malicious applica-
tions, which continue to increase in number (Jianwei et 
al., 2012). This shift towards mobile computing devices 
is alarming to the cybersecurity community. Yu (2013) 
expects an increase in the number of available malware 
applications in online underground marketplaces that 
are specifically designed for mobile devices.

Prevalence of facilitating technologies
The SERT Quarterly Threat Intelligence Report (2013) 
shows an increase of 350% in Tor traffic in the third 
quarter of 2013. This increase is believed to be in part 
due to privacy concerns after Edward Snowden’s revela-
tions and in part due to cybercriminals using Tor net-
works to protect their identities in online marketplaces 
as well as to control their bot network command cen-
ters. Also, the report notes that the majority of the new 
crimeware marketplaces opened in 2013 and later were 
hosted on "Deep Web" (wikipedia.org/wiki/Deep_Web) host-
ing servers accessible only by Tor browsers. Also, the re-
port states that Bitcoin is now the de facto payment 
method in the majority of crimeware marketplaces. 
There are no statistics about the market share of the 
Deep Web hosted crimeware marketplaces with respect 
to all crimeware marketplaces, but these technologies 
are the preferred choice for new marketplaces as well as 
for any upgrades in the old crimeware marketplaces.

The anonymity of these technologies lowers the risk of 
conducting business in crimeware marketplaces, which 
possibly will increase the overall number of parti-
cipants in cybercrime activities. In addition, the effect 
of these technologies goes beyond the cybercrime do-
main into other domain such as money laundering and 
cyberterrorism. Although e-currency money-launder-
ing activities are still in their infancy, compared to regu-

http://en.wikipedia.org/wiki/Deep_Web
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lar-currency money laundering, Bryans (2014) predicts 
an increase in e-currency money-laundering activities 
due to the lack of foresight by regulation writers, which 
creates a legal grey area. Thus, criminals can continue 
to capitalize on the unique features of e-currencies to 
grow their “businesses”. Although Jarvis and colleagues 
(2014) concluded that cyberterrorism is still in an early 
stage, crimeware marketplaces coupled with anonym-
ity technologies can lower the technical barrier re-
quired to launch such attacks, which may increase the 
risk of cyberterrorism in the near future. 

Conclusion

Cybercrime activities are expected to continue to grow 
and their impact on the global economy will increase. 
In this article, we have identified three facilitating tech-
nologies in crimeware marketplaces that simultan-
eously offer anonymity and enable cybercriminals to 
reach an increasing number of targets. These technolo-
gies present new challenges to law enforcement agen-
cies, governments, financial institutions, and 
corporations. More regulations are needed for e-cur-
rency exchanges to try to minimize their illegal use. 
Periodic monitoring and content analysis of crimeware 
marketplaces can enable the prediction of near-future 
small to mid-size security threats. 
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Introduction

In today’s online environment, computer systems now 
dominate our personal, business, and financial lives. 
However, our dependency on these systems also makes 
us vulnerable to cybercriminals. The cost of cybercrime 
now exceeds $110 billion USD and affects 566 million 
victims annually, which equates to 1.5 million victims 
per day or 18 victims per second (Semantec, 2012). Mal-
ware, which is short for "malicious software" and in-
cludes computer viruses, worms, trojan horses, and 
spyware (TechTerms, 2014), which are used for a range 
of illicit activities such as distributing spam email and 
stealing sensitive information.  

Although there has been a lot of research on detecting 
malware (e.g., Baecher et al., 2006; Gu et al., 2007; In-
vernizzi et al., 2014; Jain & Bajaj, 2014; Jiang et al., 2007; 
Peng et al., 2013) and analyzing it from a technical per-
spective (e.g., Dinaburg et al., 2008; Jain & Bajaj, 2014; 
Moser et al., 2007; Willems et al., 2007; Yin et al., 2007), 
there is a lack of research on timing and categorizing 
malware based on its intentions. A greater understand-
ing of the intentions of attackers will increase the de-
fender’s knowledge on how to mitigate attacks.

This article examines an evolutionary timeline of mal-
ware based on eight examples of malware dating from 
the first computer virus in 1971 (Gatto, 2011) through to 
a recent example from 2012. These examples are used 

to develop an intention-based classification of mal-
ware, which is then combined with Axelrod and Iliev's 
(2013) optimal timing model. The optimal timing mod-
el deals with the question of when the malware should 
be used given that its use today may well prevent it 
from being available for use later. The optimal timing 
model is presented from the perspective of the offense 
– helping predict the best time to use a resource. 
However, the results are equally relevant to a defender 
who wants to estimate how high the stakes have to be 
in order for the offense to use their resource. When the 
optimal timing model is combined with the intention-
based classification, the new model helps clarify how 
the timing of malware can depend on the stakes in-
volved in the present situation, as well as the character-
istics of the resource for exploitation. Even further, the 
model helps predict the level of sophistication one 
could be facing, increasing the chances of mitigating 
the malware (Galarneau, 2002; Mell et al., 2005; Sy-
mantec, 2014).

Axelrod and Iliev test their optimal timing model on 
four individual case study examples. Combining the 
model on a broader class of malware samples will fur-
ther test their model or allow new perspectives and the-
ories to evolve. Because both models use the same 
definitions for a malware’s stealth and persistence cap-
abilities, they can be easily combined to provide a bet-
ter understanding of the intentions and timing of the 
attacker’s malware.

Malware has become a significant, complex, and widespread problem within the computer 
industry. It represents one of the most prevalent threats to cybersecurity and is increasingly 
able to circumvent current detection and mitigation techniques. To help better understand 
when a malware attack might happen, this article proposes an intention-based classifica-
tion of malware and merges it with an optimal timing model to help predict the timing of 
malware based on its classification. The classification model is based on an examination of 
eight malware samples, and it identifies four malware classifications and commonalities 
based on the dimensions of persistence and stealth. The goal of the article is to provide a 
better understanding of when cyber-conflict will happen, and to help defenders better mit-
igate the potential damage.

Bien mal acquis ne profite jamais.

(Ill-gotten gains seldom prosper.)

French proverb

“ ”
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This article is structured as follows. The first section de-
scribes and analyzes eight examples of malware, from 
the first computer virus in 1971 to a case of cyberwarfare 
in 2012.  Next, Axelrod and Iliev's (2013) optimal timing 
model  is introduced and applied to the context of mal-
ware. Then, drawing upon the examples of malware ana-
lyzed earlier, an intention-based classification of 
malware is proposed and combined with the optimal 
timing model to illustrate how the optimal timing of 
malware can be determined depending on the attacker's 
intentions. The final section provides conclusions.

Examples of Malware

In this section, eight examples illustrate the evolution of 
malware, ranging from the first experimental computer 
virus from 1971 to a cyberespionage application that 
was discovered in 2012. These eight cases were selected 
as being noteworthy examples of malware based on a 
combination of timelines (Hansen, 2013; Infoplease, 
2012; Khanse, 2014; Larsen, 2012; Malware Database, 
2014; PC History, 2003; Standler, 2008). The eight ex-
amples are spread out over the history of malware and 
are generally representative of contemporary malware 
examples.

1. Creeper: The first virus. In 1971, the Creeper system, 
now considered to be the first computer virus, was an 
experimental self-replicating program that infected 
DEC PDP-10 computers running the TENEX operat-
ing system (Gatto, 2011). Creeper gained access via 
the ARPANET by searching for a machine within the 
network, transferring itself, displaying a message, 
then starting over, thereby hopping from system to 
system. It was developed for experimental purposes, 
as a proof of concept within an academic research 
context.

2. Elk Cloner: The first outbreak. Elk Cloner was created 
in 1982 as a prank by a 15-year-old high school stu-
dent. The virus attached itself to the operating system 
of Apple II computers and then spread itself via 
floppy disk to other computers, on which it would dis-
play a poem instead of loading a game. Elk Cloner is 
one of the first known viruses that spread beyond the 
computer system or laboratory in which it was writ-
ten (Rouse, 2005). 

3. Happy99: The happy worm. As the name suggests, 
this worm was developed 1999 and usually arrived as 
an email attachment or new post that was named 
Happy99.exe.  Once executed, Happy99 would dis-
play fireworks, then copy itself to the windows system 

folder and then email itself to all contacts listed on the 
system. Lacking any destructive payload, Happy99 
would not cause damage to the actual affected com-
puter; it was simply a prank (Elnitiarta, 2007).

4. Code Red: Vulnerable web servers. In 2001, Code Red 
infected web servers, where it automatically spread by 
exploiting a known vulnerability in Microsoft IIS serv-
ers. In less than one week, nearly 400,000 servers were 
infected, and the homepage of their hosted websites 
was replaced with the message "Hacked By Chinese!" 
Code Red had a distinguishing feature designed to 
flood the White House website with traffic from the in-
fected servers, which likely makes it the first case of 
documented political "hacktivism" on a large scale 
(Lovet, 2011).

5. Blaster: A large prank. In 2003, the Blaster worm 
spread on computers running the Microsoft operating 
systems Windows XP and Windows 2000, with dam-
age totaling in the hundreds of millions (Dougherty et 
al, 2003). It was notable for the two hidden text 
strings, the first of which said "I just want to say LOVE 
YOU SAN!" and the second of which was a message to 
Microsoft CEO Bill Gates.

6. Zeus: Malware as a service. Over $70 million USD was 
stolen from users who were infected with the Zeus 
malware. It was one of the first major botnet malware 
applications that would go undetected by updated an-
tivirus and go unnoticed by people who were using in-
fected computers. Zeus was capable of being used to 
carry out malicious and criminal tasks, often being 
used to steal banking information. Zeus initially star-
ted to infect computers in 2007, and by 2009, security 
company Prevx discovered that Zeus had comprom-
ised over 74,000 FTP accounts on websites of such 
companies as Bank of America, NASA, Monster.com, 
ABC, Oracle, Cisco, Amazon, and BusinessWeek 
(Ragan, 2009).

7. Stuxnet: The stealthy one. Discovered in 2010, the 
Stuxnet virus would propagate across a network, scan-
ning for unique Programmable Logic Controllers 
(PLCs) and certain software. Once it found the correct 
machine to reside on, it would infect the machine 
with a rootkit and start modifying the code, giving un-
expected commands to the PLC while returning a 
loop of normal operating system values to the users. 
Multiple zero-day exploits were used on an estimated 
16,000 computers that were infected by the Stuxnet 
virus, including Iran's nuclear enrichment plant at 
Natanz (Emerson, 2012). 
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8. Flame: Cyberespionage. Flame is a modular com-
puter malware application discovered in 2012 that at-
tacks computers running the Microsoft Windows 
operating system. The program is being used for tar-
geted cyberespionage in Middle Eastern countries. 
Flame can spread over systems through the local area 
network (LAN) or via USB device and has the ability 
to record audio, screenshots, keyboard activity, and 
network traffic. According to estimates by Kaspersky 
in May 2012, Flame had initially infected approxim-
ately 1,000  machines with victims including govern-
mental organizations, educational institutions, and 
private individuals. In total, Kaspersky estimates 
more than 5,000 computers were infected (Kaspersky 
Lab, 2013).

As shown in Table 1, the eight examples of malware can 
be summarized along the following six dimensions:  

1. Year: date of first discovery.

2. Intention: the reason the malware was created. Types 
of intentions include experimental (including re-
search, entertainment, demonstrations of skill), finan-
cial (including theft and fraud), political (including 
"hacktivists"), and cyberwarfare (including state-
sponsored attacks).

3. Initial access: how the malware gained access to the 
system or network. Means of initial access include so-
cial engineering (i.e., psychological manipulation), a 

zero-day vulnerability (i.e., a previously unknown 
vulnerability in a computer application), and a 
known vulnerability.

4. Stealth: the probability that, if you use a resource 
now, it will still be available to use later (Axlerod & 
Iliev, 2013).

5. Persistence: the probability that, if you refrain from 
using a resource now, it will still be available to use in 
the future (Axlerod & Iliev, 2013).

6. Extent: the number of computers affected.

As Table 1 shows, the number of computers affected by 
the malware increases over time, except in the recent 
case of Flame, which is malware for targeted espionage, 
not widespread impact. Early examples of malware 
were readily detected and did not persist for long, and 
tended to rely on known vulnerabilities and social en-
gineering for initial access. Later examples, particularly 
in malware for cyberwarfare, show a trend toward more 
targeted attacks with increased stealth and persistence. 

Modelling Malware Based on Intentions and 
Timing

The design and features of a particular malware applica-
tion will depends on the creator's intentions, and its 
users must also take into account the optimal timing of 
its desired impact. In the general context of cybersecur-

Table 1. Examples of malware
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ity, Axelrod and Iliev (2013) developed an optimal tim-
ing model to help understand when a given attacker 
should exploit its capacity to do harm. Their model con-
siders important assumptions about the stakes at hand 
and the resource characteristics in terms of stealth and 
persistence: 

1. Stakes: their model assumes that the attacker knows 
the current stakes of how important the target cur-
rently is but does not know what the stakes will be at 
any future point – although they do know the distri-
bution of stakes over time.

2. Stealth: the probability that, if you use a resource 
now, it will still be available to use later. 

3. Persistence: the probability that, if you refrain from 
using a resource now, it will still be available to use in 
the future.

Thus, Axelrod and Iliev’s (2013) optimal timing model 
can be used to predict the optimal time to maximize 
the value of a particular malware application if an at-
tacker knows the current stakes and the application's 
capabilities in terms stealth and persistence. An attack-
value threshold can be calculated based on the mal-
ware’s stealth and persistence and the capacity and vi-
gilance of the intended target. For instance, the stealth 
of malware used against a well-protected target is likely 
to be less than the stealth of the same malware against 
a target that is not particularly attentive to security. 
Likewise, malware will typically have less persistence 
against a target that keeps its systems up-to-date with 
security patches than against a target that does not. 

Thus, stealth and persistence depend on both the char-
acteristics of the malware itself and the context of its 
use. Ideally, the attacker would have security know-
ledge of the systems they are trying to compromise. In 
the real world, and in Axelrod and Iliev's (2013) optimal 
timing model, the characteristics of stealth, persistence, 
and stakes can be weighted differently. However, for 
simplicity in this preliminary proposal, the model 
weighs each of the characteristics the same.

Overall, the optimal timing model predicts the three 
factors that favour attacker patience: low stealth, high 
persistence, and low stakes. However, when the stakes 
are high, the model favours high stealth and low persist-
ence. Indeed, based on the analysis of the cases shown 
in Table 1, the attacker's intentions can be mapped 
along the two dimensions of stealth and persistence, as 
shown in Figure 1. 

Figure 1. An intention-based classification of malware

The political malware examples would be found in the 
top left corner of Figure 1, which is characterized by 
high persistence and low stealth. For example, "hacktiv-
ist" malware often has high persistence and goes un-
detected until the group wants to raise awareness of a 
particular situation (Tarzey & Fernandes, 2013). Cyber-
warefare malware uses high stealth and high persist-
ence to stay undetected for as long as possible. 
Financial malware has high stealth, enabling its creat-
ors to steal information through social engineering or 
misleading users; however, it has low persistence be-
cause cases of social engineering often have a limited 
lifespan because they are often based on current events 
(Conheady, 2012). The final classification is experiment-
al, with low stealth and low persistence, experimental 
malware does not persist on computers nor does have a 
potential lifespan because they are often based off of 
publicly known weaknesses in a system and are created 
simply to show how an attacker can take advantage of 
the weakness. Within the set of malware samples stud-
ied in this article, all experimental malware displayed 
messages indicating that it was on the computer and 
then it would be deleted by users or the vulnerability 
would be patched.

The classification shown in Figure 1 can be enhanced 
by introducing variable stakes, as described in Axelrod 
and Iliev's (2013) model. Table 2 shows three scenarios 
of low, constant, and high stakes and the optimal tim-
ing for the use of malware depending on its intention. 
When the stakes are low, the optimal timing model de-
termines that the current time is not the optimal time 
to use the malware for any malware classification, ex-
cept, potentially financial malware.
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Under constant stakes, the results in Table 2 show that 
financial malware should be used immediately. The 
model suggests the use of financial malware because, 
as defined by the intention-based classification, finan-
cial malware has low persistence and high stealth, mak-
ing it the exact candidate to use under the optimal 
timing model. For example, a setting where the stakes 
are constant over time is the exploitation of stolen cred-
it card information.

Under high stakes, the results in Table 2 show that it is 
optimal to use the resource immediately, except per-
haps when the intention is political. The famous politic-
al, or “hacktivist” group, Anonymous, continues to use 
their resources, but only to send a message relating to a 
particular event. There is likelihood that they believe 
their message should be voiced on a particular world 
event so their stakes are so large that they are willing to 
sacrifice their resources to do so.

It is important to note the limitations of these results us-
ing the same weight for each of the three variables: per-
sistence, stealth, and stakes. In real world examples, 
and in Axelrod and Iliev's optimal timing model, these 
values can be weighted differently. 

Conclusion

It has been more than 40 years since our first example of 
malware. Malware evolved, but some of the principles 
have remained the same. The purposes and motives for 
malware have changed from educational, protests, and 
pranks to profit then finally to espionage and sabotage. 
Intention is an important part of understanding mal-
ware; originally, antivirus companies were looking for 
malware that had financial profit, so many systems 
were being skipped. Knowing that malware is also being 
used by governments and military, the search for poten-
tial malware activities can be broadened to other poten-

Table 2. The optimal timing of malware use depending on intentions, persistence, stealth, and stakes



Technology Innovation Management Review November 2014

39www.timreview.ca

Assessing the Intentions and Timing of Malware
Brent Maheux

tial systems. Understanding the intentions of malware 
enables the evaluation of the effectiveness of malware 
defenses. 

The concept of initial access has changed slightly over 
the years. Many of the early examples of malware dis-
cussed here needed to be distributed, for instance 
through email, floppy disk, or USB device, or through a 
vulnerability in a web service that has an open port. 
However, the more recent examples – Stuxnet and 
Flame – were using zero-day exploits. This pattern may 
be a relatively new trend, because organizations are no 
longer telling the public or the vulnerable vendors 
about vulnerabilities; instead they are keeping or 
selling the techniques (Radianti & Gonzalex, 2007). 
Again, understanding the purpose of the malware helps 
in determining how many systems might be affected 
and how they originally became compromised. If the 
purpose is financial gain, then it seems likely that many 
systems will be infected. However, for cyberwarfare, or 
government-related instances, the examples studied 
show that only a small, unique set of systems will be in-
fected. 

Presented in this article is a model that represents the 
majority of malware today. The model was created to 
help understand the potential effectiveness of a mal-
ware application’s stealth and persistence techniques 
based on their intentions. And, by combing the optimal 
timing model by Axelrod and Iliev (2013) with the res-
ults of studying the eight malware samples, Table 2 can 
help predict when an initial attack would likely happen.

References

Axelrod, R., & Iliev, R. 2013. Timing of Cyber Conflict. Proceedings of 
the National Academy of Sciences of the United States of America, 
111(4): 1298-1303.
http://dx.doi.org/10.1073/pnas.1322638111

Baecher, P., Koetter, M., Holz, T., Dornseif, M., & Freiling, F. 2006. The 
Nepenthes Platform: An Efficient Approach to Collect Malware. 
Recent Advances in Intrusion Detection, 4219: 165-184.
http://dx.doi.org/10.1007/11856214_9

Conheady, S. 2012. The Future of Social Engineering. Privacy PC. July 
17, 2012.
http://privacy-pc.com/articles/the-future-of-social-
engineering.html

Dinaburg, A., Royal, P., Sharif, M., & Lee, W. 2008. Ether: 
Malware Analysis Via Hardware Virtualization Extensions. 
Proceedings of the 15th ACM Conference on Computer and 
Communications Security: 51-62.
http://dx.doi.org/10.1145/1455770.1455779

Dougherty, C., Havrilla, J., Hernan, S., & Lindner, M. 2003. 
W32/Blaster Worm. Historical Advisory CA-2003-20, CERT 
Division of the Software Engineering Institute. October 1, 2014:
http://www.cert.org/historical/advisories/CA-2003-20.cfm

Elnitiarta, R. 2007. Security Response: Happy99.Worm. Symantec. 
October 1, 2014:
http://www.symantec.com/security_response/writeup.jsp?docid=
2000-121812-3151-99

Emerson, R. 2012. Stuxnet Virus Infected 16,000 Computers, Iran 
Says. Huffington Post, February 18, 2012: 
http://www.huffingtonpost.com/2012/02/18/stuxnet-virus-
iran_n_1286281.html

Galarneau, L. 2002. Anti-virus Software: The Challenge of Being 
Prepared for Tomorrow’s MalWare Today. SANS Institute 2002.

Gatto, K. 2011. The Virus Turns 40. Phys Org. November 1, 2014: 
http://phys.org/news/2011-03-virus.html

Gruener, W. 2012. Kaspersky: Flame Has Three Unidentified Malware 
Siblings. Tom’s Hardware. November 1, 2014:
http://www.tomshardware.com/news/virus-flame-
stuxnet,17644.html

Gu, G., Porras, P., Yegneswaran, V., Fong, M., & Lee, W. 2007. 
BotHunter: Detecting Malware Infection Through IDS-Driven 
Dialog Correlation. Proceedings of the 16th USENIX Security 
Symposium: 167-182.

Hansen, P. 2013. History of Malware. Technology Bell. November 1, 
2014: 
http://www.technologybell.com/history-of-malware/

Infoplease. 2012. Computer Virus Timeline. Information Please. 
November 1, 2014:
http://www.infoplease.com/ipa/A0872842.html

Invernizzi, L., Miskovic, S., Torres, R., Saha, S., Lee, S., Mellia, M. 
Kruegel, C., & Vigna, G. 2014. Nazca: Detecting Malware 
Distribution in Large-Scale Networks. Network and Distributed 
System Security (NDSS) Symposium 2014. February 23, 2014.

About the Author

Brent Maheux is a Senior Software Specialist for the 
Canadian Government. He holds an MEng degree in 
Technology Innovation Management from Carleton 
University in Ottawa, Canada, and a BCS degree in 
Computer Science from Dalhousie University in Hal-
ifax, Canada. He has over 7 years working experi-
ence within the public and private sector 
specializing in product design and implementation.



Technology Innovation Management Review November 2014

40www.timreview.ca

Assessing the Intentions and Timing of Malware
Brent Maheux

Citation: Maheux. B. 2014. Assessing the Intentions and Timing of Malware. Technology Innovation Management Review, 4(11): 34–40. 
http://timreview.ca/article/848

Keywords: malware, cybersecurity, optimal timing, stealth, persistence

Jain, M., & Bajaj, P. 2014. Techniques in Detection and Analyzing 
Malware Executables: A Review. International Journal of Computer 
Science and Mobile Computing, May, 2014 (5): 930–935.

Jiang, X., Wang, X., & Xu, D. 2007. Stealthy Malware Detection 
through VMM-Based "Out-of-the-Box" Semantic View 
Reconstruction. Proceedings of the 14th ACM Conference on 
Computer and Communications Security: 128-138.
http://dx.doi.org/10.1145/1315245.1315262

Khanse, A. 2014. Evolution of Malware – How It All Began! The 
Windows Club. November 1, 2014:
http://www.thewindowsclub.com/evolution-of-malware-virus

Kaspersky Lab, 2013. Who’s Spying on You? Kaspersky Lab. November 
1, 2014: 
http://media.kaspersky.com/en/business-security/kaspersky-
cyber-espionage-whitepaper.pdf

Larsen, C. 2012. A Malware Hall of Fame. Blue Coat. November 1, 
2014:
http://www.bluecoat.com/security/security-archive/2012-10-
31/malware-hall-fame

Lovet, G. 2011. 40th Anniversary of the Computer Virus. Help Net 
Security. October 1, 2014: 
http://www.net-security.org/malware_news.php?id=1668

Malware Database. 2014. Timeline of Noteworthy Computer Viruses, 
Worms and Trojan Horses. The Malware Database. November 1, 
2014.
http://malware.wikia.com/wiki/Timeline_of_noteworthy_comput
er_viruses,_worms_and_Trojan_horses.

McDowell, M. 2013. Security Tip (ST04-014): Avoiding Social 
Engineering and Phishing Attacks. United States Computer 
Emergency Readiness Team. November 1, 2014:
https://www.us-cert.gov/ncas/tips/ST04-014

Mell, P., Kent, K., & Nusbaum, J. 2005. Special Publication 800-83: 
Guide to Malware Incident Prevention and Handling. 
Gaithersburg, MD: Nation Institute of Standards and Technology. 

Moser, A., Kruegel, C., & Kirda, E. 2007. Exploring Multiple Execution 
Paths for Malware Analysis. Proceedings of 2007 IEEE Symposium 
on Security and Privacy: 231-245.
http://dx.doi.org/10.1109/SP.2007.17

PC History. 2003. The History of the PC Virus. PC History. November 
1, 2014:
http://www.pc-history.org/pc-virus.htm

Peng, W., Li, F., Zou, X., & Wu, J. 2013. Behavioral Malware Detection 
in Delay Tolerant Networks. IEEE Transactions on Parallel and 
Distributed Systems, 25(1): 53–63. 
http://dx.doi.org/10.1109/TPDS.2013.27

Ragan, S. 2009. ZBot Data Dump Discovered with over 74,000 FTP 
Credentials. The Tech Herald. November 1, 2014:
http://www.thetechherald.com/articles/ZBot-data-dump-
discovered-with-over-74-000-FTP-credentials/6514/ 

Rouse, M. 2005. Elk Cloner. SearchSecurity.com. October 1, 2014:
http://searchsecurity.techtarget.com/definition/Elk-Cloner

Semantec. 2012. 2012 Norton Cybercrime Report. Mountain View, 
CA: Symantec Corporation.

Semantec. 2014.  Preparing for Future Attacks. Mountain View, CA: 
Symantec Corporation.

Standler, R. 2008. Examples of Malicious Computer Programs. 
Website of Dr. Ronald B. Standler. November 1, 2014:
http://www.rbs2.com/cvirus.htm

Tarzey, B., & Fernandes, L. 2013. The Trouble Heading for Your 
Business. Quocirca, February 2013

TechTerms. 2014. Malware. TechTerms.com. November 1, 2014: 
http://www.techterms.com/definition/malware 

Willems, C., Holz, T., & Freiling, F. 2007. Toward Automated Dynamic 
Malware Analysis Using CWSandbox. IEEE Security & Privacy, 5(2): 
32-39.
http://dx.doi.org/10.1109/MSP.2007.45

Yin, H., Song, D., Egele, M., Kruegel, C., & Kirda, E. 2007. Panorama: 
Capturing System-Wide Information Flow for Malware Detection 
and Analysis. Proceedings of the 14th ACM Conference on 
Computer and Communications Security: 116-127.
http://dx.doi.org/10.1145/1315245.1315261

http://creativecommons.org/licenses/by/3.0


Technology Innovation Management Review November 2014

41www.timreview.ca

Safety in the Online World of the Future
Nadeem Douba, Björn Rütten, David Scheidl,

Paul Soble, and D’Arcy Walsh

Introduction

This article focuses on the nature of safety in the future 
online world to enable humanity to reach profoundly 
new levels of productivity and creativity. Bailetti, 
Levesque, and Walsh (2014) envision an online world 
for 2030 that is safe (i.e., users communicate with accur-
acy and enduring confidence), productive (i.e., users 
make timely decisions that have an ongoing global ef-
fect), and creative (i.e., users can connect seemingly un-
related information online). Their proposed view is 
characterized by seven conditions of the future online 
world: i) global-scale autonomous learning systems; ii) 
humans co-working with machines; iii) human factors 
that are authentic and transferrable; iv) global scale 
whole-brain communities; v) foundational knowledge 
that is authentic and transferrable; vi) timely product-
ive communication; and vii) continuous technological 
adaptation. 

Key research questions pertaining to the safety charac-
teristics of this future world include: 

• Under what conditions does an attacker have an ad-
vantage over an infrastructure protector? 

• Why do many infrastructure protectors and users not 
adopt effective mechanisms that provide safety and 
privacy? 

• What are the resources, processes, and values to con-
currently provide online safety and privacy to users? 

• What are the characteristics of the individuals and or-
ganizations that are most likely to attack? 

• What are the enhanced characteristics of safety 
through disclosure (i.e., by being open and not by be-
ing proprietary)? 

If progress is made understanding the underlying prop-
erties of safety that are required to address these ques-
tions, then a foundation will be provided that promotes 
scientific progress and the arts within a society that is 
ever more connected on a global scale. 

The Internet was not created to be safe but is being in-
creasingly used in a way that requires that it be so. The 
increasing pervasiveness of cyber-based systems and 
infrastructure, and society’s growing reliance on them, 
shifts the perspective concerning their proper opera-

In this article, we address what it means to be safe in the online world of the future by ad-
vocating the perspective whereby improving safety will improve resilience in cyberspace. 
We adopt a specific approach towards transdisciplinarity; present a weakly transdisciplin-
ary model of the safety context and an initial position about what existing disciplines are 
most relevant; and link prospect theory to risk-based decision making as one example that 
could lead to a new paradigm for safety. By treating safety as a transdisciplinary challenge, 
there is an opportunity to enable the participants of the online world to become more pro-
ductive and creative than ever before. The beneficiary of this increased productivity and 
creativity will ultimately be the public. The perspective of this article is of interest to senior 
decision makers, policy makers, managers, educators, strategists, futurists, scientists, tech-
nologists, and others interested in shaping the online world of the future.

The errors of a theory are rarely found in what it 
asserts explicitly; they hide in what it ignores or 
tacitly assumes.

Daniel Kahneman
Nobel Laureate in Economic Sciences (2002)

“ ”
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tion from security to safety. Although defending net-
works and other information assets is necessary, it is 
part of the larger intent of securing these systems’ abil-
ity to produce services and functions upon which soci-
ety depends. Safety is often associated with 
unintended disruption, and security is often associ-
ated with intended disruption; both concepts affect 
the proper operation of cyber-based systems and infra-
structure. Safety properties include security properties 
(Burns et al., 1992; Leveson, 2013; Young & Leveson, 
2013). Safety is the foundation that promotes scientific 
progress and the arts within a society that is ever more 
connected on a global scale; it enables the global 
knowledge commons that is an engine of human pro-
gress.

This view of safety is sympathetic and compatible with 
the ultimate intent of copyright and patent laws. Art-
icle I of the American Constitution makes clear that 
the beneficiary of publications and inventions is the 
public – copyrights are granted and patents are issued 
in order “to promote the Progress of Science and use-
ful Arts” (Menard, 2014). The thinking behind Article I 
is that prohibiting people from copying and selling 
someone else’s original work should be time bound to 
strike an appropriate balance so that individuals and 
organizations have the means to further create original 
work but in a manner that the public can also benefit 
from this work in a timely fashion (Menard, 2014).

In this spirit, the concept of safety (including security) 
is not restricted to the protection and control of prop-
erty, because ownership is a concept that can vary 
across social contexts. Instead, improving the safety of 
cyber-based systems and services focuses on the inten-
ded use of these systems. Further, safety must have en-
during resilience where “cyber- [or online] resilience is 
about digital literacy at every level of the organiza-
tion/society, distributed leadership, and a capacity to 
adapt in a networked and fast-changing digital ecosys-
tem” (Rütten, 2010). Thus, there is a responsibility for 
safety that transcends the technological disciplines. 

Based upon our knowledge and experience, current 
approaches toward safety and security do not make an 
explicit connection to productivity and creativity when 
contemplating the transdisciplinary aspects of the 
problem domain. These approaches emphasize pre-
venting failure instead of enabling success. A new on-
line paradigm that implies an environment that is safe 
regardless of how much you interact within it is neces-
sary “to promote the Progress of Science and useful 
Arts” (Menard, 2014) in the future. 

This article makes three contributions. First, it provides 
insight about a particular approach for addressing the 
global and transdisciplinary aspects that we believe 
characterize safety concerns of the online world of the 
future. Second, the article presents a weak transdiscip-
linary representation of the safety context and an initial 
position about what existing disciplines are most relev-
ant. Third, by linking prospect theory to risk-based de-
cision making within the domain of cyber-resilience, it 
provides an example to advance the idea of safety 
through online interactivity that could lead to a new 
paradigm for safety for the future online world. 

The Safety Context is Global and
Transdisciplinary

A safe online world must be created and maintained by 
stakeholders at multiple levels of society, which suggests 
that a more holistic view is required to define goals and 
engage participants rather than following separate ap-
proaches to the problem from distinct disciplines, which 
individually tend to address a subset of stakeholders. 
The concerns of these stakeholders are accommodated 
by treating relevant disciplines in a unified way. The 
concept of transdisciplinarity (Nicolescu, 2005), creating 
a unity of intellectual frameworks beyond the disciplin-
ary perspectives (Jensenius, 2012), offers an approach 
for constructing a view of safety as a composition of col-
laborating disciplines that address the concerns of these 
stakeholders. 

A distinction may be made between strong and weak 
transdisciplinarity. Strong transdisciplinarity envisions a 
total system of knowledge without stable boundaries 
between the disciplines. However, in the case of weak 
transdisciplinarity, traditional methods and logic can be 
applied. Here, we focus on weak transdisciplinarity, 
where a transdiscipline extends its action through co-
ordination among disciplines at several levels of organiz-
ation: the first, lowest level refers to "what exists now" 
(i.e., the world as it is; the empirical level), the second 
level refers to "what we are capable of doing" (i.e., it is 
composed mainly of technology disciplines; the capacity 
level), the third level refers to "what we want to do" (i.e., 
the normative level), and the fourth level refers to "what 
we should do" (i.e., the value level) (Max-Neef, 2005). 

Thus, we do not treat safety as strictly disciplinary
(specialization in isolation), multidisciplinary (no co-
operation), pluridisciplinary (cooperation without co-
ordination), or interdisciplinary (coordination from a 
higher-level concept), but instead we treat it as a coordin-
ation amongst all hierarchical levels.
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In an effort to practice weak transdisciplinarity in a sys-
tematic manner as advocated by Max-Neef (2005), we 
have adopted a four-level organization model at the 
core of the safety context, and a set of high-level cat-
egories of knowledge that should be coordinated to 
achieve a safe online environment (Figure 1):

1. Online world of the future: speculates about the safe, 
productive, creative aspects that will drive the evolu-
tion of the online world, including the key conditions 
that will be met by the future world (see Bailetti et al., 
2014). 

2. Strategy for making scientific progress and transfer of 
knowledge: includes research questions, research 
methods and techniques, new disciplines, assess-
ment of progress, and the transfer of knowledge 
through education and other means. 

3. Legal/ethical concerns: includes issues related to pri-
vacy, security, intellectual property, regulation, dis-
closure, and human-machine interaction for the 
individual and collective good. 

4. Human sciences: includes human behaviour, cogni-
tion, and social dynamics; how people think, how 
people interact, and how societies and groups be-

have; what people think, their beliefs and ideologies; 
cultural factors; and value systems. 

5. Technical understanding of the communication envir-
onment: includes issues related to scientific under-
standing and technical aspects, including real-time, 
manifestation of phenomena within the online envir-
onment and the deployment of interconnected sys-
tems of systems. 

6. Related domain models: concern the promotion of 
specific theories or concepts relevant to the domain, 
for example: the Cyber Game (information versus 
power); safety (unintended and intended disrup-
tion); economic models (public, private, club, com-
mon pooled resource); political science models; 
human behavior (decision making under risk, decep-
tion, intent); technical methods and techniques re-
lated to attack, attribution, forensics, and impact of 
compromise; and specific business models. 

7. Important topics: include specific perspectives or 
"game changers" that represent current informed 
thinking about the domain (e.g., supply/value chain; 
duality of risk – opportunities, threats; adoption; dis-
closure, disruption).

Figure 1. Four levels of concerns that need to be addressed to produce a safe online environment and seven categor-
ies of knowledge that influences the work done on these concerns.
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Specific to the domain, we believe that the "Cyber 
Game" from the Global Cyber Game report (Tibbs, 
2013) presents a useful domain analysis of the online 
world. The report was produced by the United King-
dom’s Defence Academy, which provides education 
and training in a broad range of subjects – including 
command and staff, leadership, defence management, 
languages, acquisition and technology – for members 
of the UK Armed Forces and Defence Civil Servants. In 
delivering education and training, it is the Defence 
Academy’s responsibility to prepare senior decision 
makers for the uncertainties and complexities of the 
challenges ahead. The report is a good example of this 
preparation as it pertains to the nature of cyberspace in 
the future, including cybersafety and cybersecurity.

The overall objective when producing the report was 
first to consider the broad question, "How should the 
cyber-domain be conceptualized?", and in the light of 
that question, to examine the implications for security 
strategy generally, the issues raised for state actors in 
the Internet age, new power relationships, possible 
sources and modes of future conflict, and the steps that 
need to be taken to prepare for a range of plausible pos-
sibilities (Tibbs, 2013).

The report examines these issues, in part, by proposing 
the idea of the Global Cyber Game as a framework that 
can be used for practical thinking about cyber strategy. 
Cyberpower and cybersecurity are conceptualized us-
ing a "Cyber Gameboard", which consists of a nine-cell 
grid. The horizontal direction on the grid is divided into 
three columns representing aspects of cyber-informa-
tion: connection, computation, and cognition. The ver-
tical direction on the grid is divided into three rows 
representing types of power: coercion, co-option, and 
cooperation. The nine cells of the grid represent all the 
possible combinations of power and information, that 
is, forms of cyberpower (Tibbs, 2013).

The central ideological decision of the Cyber Game is 
whether to play the game as if freedom of information 
content is a public good in itself or whether extensive 
control of information content is necessary for public 
safety (Tibbs, 2013).

Thus, the Cyber Game gives precedence to the con-
cepts of information and power and the interrelation-
ships that can arise when these two concepts are 
applied together. The Cyber Gameboard is a concise 
but powerful representation that permits reasoning 
about many of the aspects and complex interactions of 
cyberspace to achieve an outcome that can be success-

ful despite, for example, known ideological conflicts, 
politics, and human nature whose complexity requires 
coordinated action.

The power dimension of the Cyber Game privileges the 
sub-concepts of cooperation (integrative social power), 
co-option (economic exchange power), and coercion 
(destructive hard power) as means to exercise power. 
On this dimension, cyberspace is a tool similar to new 
technologies such as airpower or net-centric warfare 
used to achieve effects on geopolitical actors with its 
own characteristics of power transition versus power 
diffusion.

The information dimension of the Cyber Game priv-
ileges the sub-concepts of connection (the physical 
data-handling domain), computation (the virtual 
interactivity domain), and cognition (the knowledge 
and meaning domain). On this dimension, an example 
bridging the gap from cyberspace to physical space is 
the Stuxnet case study of a cyber attack strategy to 
bridge connection, computation and cognition spaces 
(Kushner, 2013). 

A Weak Transdisciplinary Representation of 
the Safety Context

This section introduces a weak transdisciplinary repres-
entation of the safety context of cyberspace and an ini-
tial position about what existing disciplines are most 
relevant. Because we lack a methodology for applying 
weak transdisciplinarity, our approach is based on our 
subjective confidence. 

Figure 2 presents Cyber Game concepts and related dis-
ciplines using the four-level organizational model, in-
cluding connections that cascade from the Value Level, 
through the Normative and Capacity Levels, to the Em-
pirical level to indicate the coordination that must hap-
pen across levels amongst those concepts that are 
linked. Although the structure does not directly answer 
questions such as "What does it mean to be safe?" or 
"Who is safe from whom or what?", it unifies the ele-
ments that must be adjusted to evolve from the present 
situation toward the preferable future (Bailetti et al., 
2014) in a way that addresses the multi-level complex-
ity of the problem. 

What we should do is addressed at the Value Level of 
Figure 2, including theology, values, security and pri-
vacy, intellectual property, regulation, disclosure, and 
the individual and collective good as they relate to hu-
man–machine interaction. Practical solutions must in-
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volve this level to account for online participants who 
do not share the same views of such things as values, re-
ligion, and ethics.

What we want to do is addressed at the Normative Level 
of the figure, including risk-based decision making, 
management and planning, the strategy for making sci-
entific progress and knowledge sharing, legal, and polit-
ical concerns. We have also positioned the power 
dimension of the Cyber Game sub-concepts of coopera-
tion (integrative social power), co-option (economic ex-
change power), and coercion (destructive hard power) 
at this level. 

What we are capable of doing (composed mainly of 
technology disciplines) is addressed at the Capacity 
Level of the figure, including the information dimen-
sion of the Cyber Game sub-concepts of connection 
(physical data handling domain), computation (virtual 

interactivity domain), and cognition (knowledge and 
meaning domain).

What exists now (the world as it is) is addressed at the 
Empirical Level of the figure, including physical sci-
ences, computer science, information science, brain 
sciences, and behavioural and social sciences.

The weak transdisciplinary model is a representation of 
the safety context of cyberspace. Relevant disciplines 
are identified at every level and these disciplines must 
be coordinated to achieve the safety goal in the face of 
the real-world complexities and conflicts. 

Safety through Online Interactivity

This section provides an example of relevant disciplines 
that are coordinated to achieve safety by linking pro-
spect theory to risk-based decision making in the con-

Figure 2. Cyber Game concepts and related disciplines categorized using the four-level model
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text of cyber-resilience. An important consequence of 
the example is the notion of safety through online inter-
activity.

The concept of cyber-resilience (Rütten, 2010) is ad-
dressed by Collier and colleagues (2014), who focus on 
the ability to prepare for and recover quickly from both 
known and unknown threats. They recommend linking 
technical data with decision analysis in an adaptable 
framework to move toward systems that are more resili-
ent to dynamic threats by incorporating decision ana-
lysis methods and techniques “to accommodate 
value-centric perspectives inherent in multiple stake-
holder views when addressing the challenge of estab-
lishing risk-based standards that will protect the cyber 
domain” (Collier et al., 2014). This approach is an ex-
ample of weak transdisciplinarity.

Now consider prospect theory, which is the foundation 
of the field of behavioural economics. As an evolution 
of concepts that originate from statistics, economics, 
and psychology, it is another example that transcends a 
particular discipline. Using the concept of a reference 
point to indicate that the human response to losses is 
stronger than the response to corresponding gains (loss 
aversion) together with the concept of diminishing 
sensitivity, it is a coherent theory that can describe de-
cision under risk: prospect theory provides a plausible 
way to describe different attitudes to risk for gains (as 
favourable prospects) and losses (as unfavourable pro-
pects) (Kahneman, 2011). 

Prospect theory should be investigated as at least a par-
tial theoretical grounding of risk-based decision mak-
ing within the domain of cyber-resilience. It would 
contribute to descriptions of the behavioural aspects 
when humans are confronted with decisions “to pre-
pare for and recover quickly from both known and un-
known threats”. Based on prospect theory, risk-based 
standards could be enhanced to better align with the 
decisions humans actually make under such circum-
stances. 

Further, because prospect theory accommodates fa-
vourable as well as unfavourable prospects, we believe 
it applies beyond “risk-based standards that will pro-
tect the cyber domain’’ (Kahneman, 2011). By accom-
modating both kinds of prospects, prospect theory in 
effect could also be considered a theory of decision 
making pertaining to the duality of risk, which treats 
each risk situation not just as a threat (an unfavourable 
propect) but also as an opportunity (a favourable pro-
spect). 

As an example from the medical domain (Kahneman, 
2011), consider anesthesiologists, who benefit from 
feedback because their actions are quickly evident, and 
radiologists, who obtain less immediate information 
about the accuracy of their diagnoses. In both cases, 
risk can be considered as the difference between life 
and death. Saving a patient is an example of a favour-
able prospect and not saving a patient is an example of 
an unfavourable prospect. Anesthesiologists and radi-
ologists become better at their profession as they save 
or do not save patients by continually making de-
cisions under risk and learning and adapting (by modi-
fying their protocol of intervention). Under very 
different circumstances, both kinds of medical experts 
must overcome their subjective confidence and must 
continually know the limits of their expertise as they 
become more experienced and knowledgeable.

In the context of cyber-resilience, viewing risk as an op-
portunity is a way to facilitate productive and creative 
outcomes within a society that is ever more connected 
on a global scale. When risk as an opportunity is ap-
plied within an adaptive learning framework such as 
the one promoted by Collier and colleagues (2014), on-
line safety becomes a function of user online interactiv-
ity. Humans (providing insight and understanding) 
and systems/networks (interpreting information at 
scale) will interwork to assess and to achieve joint goals 
to predict continuously emerging complex phenomena 
(Bailetti et al., 2014). If such an environment existed, it 
would make a profound contribution in promoting the 
future “Progress of Science and useful Arts” (Menard, 
2014): cyber-resilience in this sense is not just recover-
ing from individual loss events, but more akin to reduc-
tion of brittleness in the protective measures (through 
an adaptive learning approach).

Conclusion

We presented an approach for addressing safety con-
cerns in the online world of the future using a weak 
transdisciplinary model, including an initial position 
about what existing disciplines are most relevant. Al-
though the model does not directly answer key re-
search questions pertaining to underlying safety 
properties, it does provide a unified structure that ac-
commodates the participation of stakeholders at mul-
tiple levels of society and a holistic view. 

Instead of restricting the concept of safety (including 
security) to the protection and control of property, we 
emphasize improving the safety of cyber-based 
systems and focus on the intended use of these 
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systems that could lead to profoundly new levels of 
productivity and creativity for the benefit of society as a 
whole. 

In order to make progress in understanding the under-
lying properties of safety, and to evolve from the 
present situation toward the preferable future (Bailetti 
et al., 2014), attention should be given to applying a 
methodology of transdisciplinarity that exclusively con-
centrates on joint problem solving of key research ques-
tions pertaining to the science–technology–society 
triad implied by the weakly transdisciplinary model 
that was presented. The investigation of prospect the-
ory as a theoretical grounding of risk-based decision 
making within the domain of cyber-resilience is an ex-
ample.

We foresee the possibility of a new online environment 
that becomes progressively safer for participants the 
more that online interactions occur within the 
environment. The idea is that a participant’s fingerprint 
is enriched the more that the participant interacts 
online. The more enriched a participant’s fingerprint 
becomes, the greater the potential for ensuring the 
safety of the participant. At the same time, the more a 
participant interacts online, the more opportunity there 
will be for the participant to be productive and creative.

With this perspective in mind, we believe that future 
work should contemplate both the productivity and cre-
ativity domains in depth to better understand how their 
respective underlying properties relate to safety when 
safety is a function of interactivity. 
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